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BOUNDARY EIGENVALUE PROBLEMS
Reinhard Mennicken and Manfred M8ller

O. INTRODUCTION

This paper deals with boundary eigenvalue problems for
first order systems of ordinary linear differential equations
and also for n-~th order ordinary linear differential equations.
The boundary conditions may contain interface conditions and also
an integral term. The coefficients of the differential equation
as well as of the boundary conditions are allowed to be holomor-
phically or polynomially dependent on the eigenvalue parameter.

The aim of this paper is to establish expansion theorems
for the above mentioned nonlinear eigenvalue problems..This will
be achieved in two steps: first by establishing the formal expan-
sion and secondly by proving the convergence of the formal expan-—
sion. Formal expansion is achieved by the application of a theo-
rem of Keldys [19], [20], cf. also Gohberg and Sigal [13]. The
theorem states that the principal parts of the inverse of a holo-
morphic Fredholm-valued operator function having non-empty resol-
vent set can be expressed by root functions (eigenvectors and as-
sociated vectors) of the given operator function itself and its
adjoint operator function. For this application the explicit form
of the adjoint boundary eigenvalue problem is needed. The proof
of the convergence of the formal expansion is based on criteria
for regularity. The proofs of these criteria are obtained by
making a careful analytic study of the Green's matrix or Green's
function associated with the given boundary eigenvalue problem.

Section 1 contains some basic functional analytic nota-
tions, definitions, and results. _

The sections 2-6 are concerned with boundary eigenvalue
problems of the form



y'(x) -A(x,\)y(x) =0 (x€ [a,bl),

: b
w(3) (My(a.) + [w(t,\)y(t)dt =0
1 ] a

(0.1)

ne1s8

J
whtre a=a,<a;<... <am==b and the coefficients are nxn-matri-
ces which are assumed to be sufficiently smooth in x and holo-
morphic in . In section 2 the corresponding boundary eigenvalue
oﬁérator functions are defined. Formal expansions are established
by applying the theorem of KeldyS mentioned above and a modifica-
tion of this theorem by the authors [28], cf. also Kaashoek [17].
Section 3 contains a theorem about the existence of a suitable
asymptotic fundamental matrix of the differential system in (0.1)
where we assume that the coefficient matrix A(x,A) has the
following A-asymptotic form

k .
(0.2) Ax,M) = £ A 9a,x)+o007KT (IA] ).

j==1
The proof of this statement is similar to that of Langer [24]; cf.
also Wasow [35] and Braaksma [6]. In view of the applications, we
are interested in smoothness conditions with respect to x which
are as weak as possible. In section 4 the Green's matrix for (0.1)
is introduced and the inverse of the operator function defined by
(0.1) is represented in terms of the Green's matrix. The authors
would like to point out that the boundary conditions are also
allowed to be inhomogeneous. In section 5 we state criteria for
‘regularity. We consider boundary eigenvalude problems of type (0.1)

whose differential equation has an asymptotic fundamental matrix
of the form

k
(0.3) C(x,A){Z A_KP[K](X)+O(1)}E(X,>\) (IA] =)

k=0

where C(x,A) is an nxn-matrix function which is a polynomial

in X and E(x,\A) is a diagonal matrix with entries of the form
exp{ARi(x)}. We prove a geometric regularity criterion which goes
back to Cole [8] for the special case that C(x,A) is the iden-

tity matrix. In section 6 we study boundary eigenvalue problems
of the form (0.1) with



(0.4) A(x,)) = A (%) +)\A1-(x)

where A1(x) is a diagonal matrix whose elements must fulfill
certain additional conditions. In contrast to Cole [8] we allow
A1(x) to have elements which are identical on [a,b] and we
also permit some of these elements to vanish identically on
[?,b]. Thus we do not assume that A1(x) is invertible on
[a,b]l. We prove the expandability of those vector functions hav-
ing certain smoothness properties and fulfilling boundary condi-
tions which, in contrast to the original boundary conditions in
(0.1), are independent of \A. Boundary conditions of this type
have already been introduced by Mennicken in [26].

The sections 7-12 are concerned with boundary eigen-
value problems for n-th order differential equations. In section

7 we study eigenvalue problems of the form

n .
Yo, (x, 00 (x) = 0 (x € [a,b]),
i=o0 *
(0.5) < - | n(aj) . (%)
r w3 o : + W(x,2) . ax
3=1 _a a I
n‘n”(aj) n (=) (4

where again a==a1-<a.2 <...~<am==b, the coefficients pi(x,k) are
sufficiently smooth in x and holomorphic in A, and the nxn-
matrices w(j)(x) and W(x,X) have the same properties as in
(0.1). Problems of this kind were first approached by Tamarkin
[34] with most valuable results. By y (x) :==(n(x),...,n(n—1)(x))t
the problem (0.5) is transformed to an eigenvalue problem of type
(0.1). The corresponding boundary eigenvalue operator functions
are related to each other and we state relationships between the
root functions of the operator functions belonging to (0.5) and
its adjoint problem on the one hand and the root functions of the
operator functions defined by the corresponding problem (0.1) and
its adjoint problem on the other hand. From these results we de-
duce a theorem which states that the principal part of the in-

verse of the operator function defined by (0.5) is representable



by root functions belonging to (0.5) and the corresponding adjoint
eigenvalue problem. This adjoint eigenvalue problem is defined in
the weak sense of distribution theory. Therefore we consi@er the
special case of two-point eigenvalue problems in section 8. We
state relationships between the classical adjoint eigenvalue pro-
blem and the adjoint problem defined in this weak sense. Frpm
these results we obtain a theorem which has been stated by Nai-
mark [29] without proof and concerns the principal part of the
Green's function belonging to a two-point eigenvalue problem. A
complete proof of this statement seems to have been open.

The sections 9-12 are devoted to boundary eigenvalue
problems of type (0.5) where the differential equation has the
special form

(0.6) Kn = 2Hnp =0

with K and H being differential operators of order n>1 and
O <p<n-1. Eigenvalue problems of this type for p=0 and A-in-
dependent boundary conditions have been studied by many authors,
cf. e.g. Naimark [29], Orazov [30], Kostyuchenko and Shkalikov
[21], Shkalikov [32], [33), Blosanskaja [5], Il'in [16]. Benedek,
Gliichal and Panzone [3] and Benedek and Panzone [{4] treated the
case of a special second order differential equation (n=2) with
A-dependent boundary conditions. The general case of (0.6) with
arbitrary order p has been studied by Eberhard and Freiling [9],
(101, [11], Freiling [12] and Heisecke [14], [15]. In this paper
we feprove the main part of their results by making use of the
generalization of Cole's regularity criterion, which we stated in
section 5. By the application of this criterion we omit the labor-
ious estimation of the Green's function. With the aid of our re-
sults from section 6 we are able to get rid of the assumption in
(12], [14] and [15] requiring that the underlying boundary eigen-
value problem has to be normal, i.e. the Green's function has
only simple poles. The expansion theorem in section 12 states the
expandability of functions which are sufficiently smooth and ful-
fill certain A-independent boundary conditions. In contrast to
Eberhard, Freiling and Heisecke we do not suppose that the func-



tions and their derivatives up to some order are zero at the
boundary points a and b. |

The authors finally point out that the general results
concerning the root functions and the inverse of a boundary
eigenvalue operator function also are applicable to more compli-
cated eigenvalue problems, such as general differential-boundary
systems as considered by Krall in a series of papers, cf. [22].

Part of the present work was done during the stay of
the first author at the Universities of Campinas (Brazil) and of
Bahia Blanca (Argentina) in 1982. These visits were conducted
according to the GMD-CNPg-agreement between Brazil and Germany,
and supported by the Deutsche Forschungsgemeinschaft (DFG) and by
the University of Bahia Blanca.

1. PRELIMINARIES

Let E and F be Banach spaces. L(E,F) denotes the
Banach space of all continuous linear operators on E to F. If
S€L(E,F), N(S) denotes its null-space and R(S) its range.
S€L(E,F) 1is calied a Fredholm operator if both its nullity
nul (S) :=dimN(S) and its deficiency def(S) :=codimR(S) are fi-
nite. ®(E,F) denotes the set of all Fredholm operators on E to
F. If S€E®(E,F), then ind(S) :=nul(S) -def(S) is called the
index of S.

E' and F' denote the dual Banach spaces of E or F
respectively and S* € L(F',E') the adjoint of SE€EL(E,F). We set

(y ®Vv) (W) :=<w,v>y (weR)

for y€E and vE€EF'. Note that y®vEL(F,E).

If U is an open subset of (€, H(U,E) denotes the set
of all holomorphic mappings defined on U with values in the
Banach space E.

Let. TEH(U,L(E,F)). po(T) :={X €U :T(x) is invertible}
is called the resolvent set of T, o(T) :=U~p (T) its spectrum
and op(T) :={X €U :T()) is not injective} its point spectrum
.or the set of eigenvalues of T. We set T—1(A) :==T(>\)—1 for
A€p(T) and T*(A) :=T(A)* for XEU. 4

In the following we assume u € U.



(1.1) DEFINITION. y € H(U,E) 1is called a root function
of T at u 4if y(u) #0 and (Ty)(u) =0. v(y) denotes the or-
der of the zero at y and is called the multipilicity of vy.

For i €N we set

(1.2) L, :={y(s) : y is a root function of T at u with
v(y) >i} u {0}.

Th\is set Li is a subspace of N{(T(uy)). From now on we assume

that dim N(T(p)) =r<e and that, for some s>0, Ls#{o} and

Ls+1 = {0}. The last condition is fulfilled if T_1 has a pole of

order s at yu. We define
(1.3) m, :=max{i€N:dimL, > j} (3=1,...,1)

and state that m, zmj+1.
(1.4) DEFINITION. A system {y1,...,yr} of root func-

tions of T at u is called a canonical system of root functions

(CSRF) if Y4 (n) ,...,yr(u) are linearly independent (and thus

form a basis of N(T(u)) and one of the eguivalent conditions

i) v(yj) =max{v(y) : vy .is a root function of T at u and
y (1) €span{y1(u),...,yj_1(u)}} (3=1,...,1),

1) v(yy) =my (3=1,...,1),

iii) v(yj) ij (J=1,...,xr)

is fulfilled.

A root function corresponds to a chain of an eigenvector
and associated vectors. A canonical system of root functions is
related to a canonical system of eigenvectors and associated vec-
tors. For more details see [28].

2. BOUNDARY EIGENVALUE OPERATOR FUNCTIONS

et n€N and -o<a<b<w, We consider the Sobolev
spaces
WP (a,b) i= (y €L (a,b) .y () €L (ab), 1<ig3)

(j EN, 1 <p<») where the derivative is the weak derivative in
the sense of distribution theory. w)'P(a,b) is a Banach space
with respect to the norm



Y13 P4, p) = iéoly(i) le(a,b) (yew?'P(a,p)),
cf. e.g. [1], Theorem 3.2. We write H.(a,b) instead of
Wj'z(a,b). H1(a,b) is continuously emgedded in Co([a,b]), cf.
e.g. [1].

For an arbitrary set G, Mn,m(G) denotes the set of all
nXm-matrices with entries in G. If m=n, we briefly write

Mn(G). Let AEZH(E,Mn(Lw(a,bD). We define
D o n
(2.1) T"(N)y :=y' -A(-,\)y (y € H, (a,b), x€)
where H?(a,b) is the n-fold product of H1(a,b). Let m>2,
a=a,<a,<...<a_=b, W(]
m

,<a, )EH((I,Mn((E)) (3=1,2,...,m) and
WGZH(G,Mn(L1(a,b))). We set

R ' m (3) b
(2.2) TN (M) y = T W (My(ay) + fw(g, )y (g)de
3=1 ] a
(yEH?(a,b), YEC) and
D R n
(2.3) T(A)y := (T (A)y,T (AN y) (yEIH1(a,b), xeg).

From [28] and [26] we kno~

(2.4) PROPOSITION. i) T € H(C,®(H}) (a,b),Ly(a,b)xC™)).
ii) indT(x) =0 (retg).
iii) If o (T) #@, then o(T) <s a discrete subset of ([, of(T) =
op(T), and 'T—1 18 a meromorphic function whose poles are the
etgenvalues of T.

The dual of H?(a,b) can be identified with

n e o n . o
H_1[a,b] : {vO VYV, EI?(R), supp(vO v1)<:[a,b]},

cf. [28], (4.2). The adjoint T* €H(@,L(Lg(a,b)XGn,HE1[a,b])) ‘of
T has the form

¢ moat ¢
T* (1) (u,d) = -u' =A (-, \)u+ ¥ w'J (Vas_ +W (-,1)d
j=1 J
(W€ Li(a,b), d€C”), where 8a; 1is the Dirac distribution with
support at aj and t denotes the transposition, cf. [28],



section 4.

Since
(2.5) T(\)y=f (ferle(a,b)xa“)

is a boundary value problem, we call T the boundary eigenvalue

operator function of (2.5). We say that
(2.6) T* (1) (u,d) =h (heH” [a,bl)

is the adjoint "boundary eigenvalue problem" of (2.5).

From now on we assume that p(T) #@. An immediate con-
sequence of a theorem of Keldys, cf. e.g. [27], (2.1), is the
following '

(2.?) THEOREM. Let u€o(T) and {y1,...,yr} be a
CSRF of T at .

Then there are polynomials vj :G-aLg(a,b)x ¢t of
degree <mj such that

D:=T |-

j=1
18 holomorphic at wu. The vy are uniquely determined by the

system {y1,...,yr}. {V1/""vr} Zs a CSRF of T* at u, v(vj)

x -~
.~ Jv. .
L (e=u) y]®vJ

=n5, and the biorthogonal relationships

1 at
(2.8) -TT£;—<nih,vj>(u) = éijémi-h,l
(1 fhgmi; Oflfmj-h i,3=1,.¢.,1)
hold where Nih :==(-—u)_hTyi and < , > 18 the canonical bili-

near form on Lg(a,b) x ¢,

The Theorem (2.10) in [28] leads to the following inte-
resting modification of the foregoing theorem.

(2.9) THEOREM. Let k, 2k, 2.2k be positive natu-
ral numbers. Assume that w€o(T). Let Yqre-rY, be root func-
tions of T at u and VyreesrVy be root functions of T* at
u. Assume that v(yj) Zl{j and v(vj) zlcj for j€{1,...,r}. Set

-kj . , ,
N := («=yu) lTyi and suppose that the biorthogonal relationships



1
j_ll——d:—l<n.lv.>(l1) =6
T da

iV ijéol (Oflfkj-‘l; i,j=1,...,1)

are fulfilled.
Then {y1,...,yr} 28 a CSRF of T at y, {v1,...,vr}

28 a CSRF of T* at 1y, \)(yj)=\)(vj)=kj (i=1,...,r) and
r
D :=T 1. )N ("u)_ka.®v.
3=1 J J

18 holomorphic at u.

Let YEH((I,Mn(W1’°°(a,b))) be a fundamental matrix of
TDy=O, cf. e.g. [28], section 4. We set

M(A) :=TR(A)Y(+,2)

and call it the characteristic matrix function of (2.5). Obviou’:s-

ly, M€H(¢,Mn(ﬂl)) and o(M) =o(T). In [28] the authors proved the
(2.10) THEOREM. Let u€o(M) =0(T). Let {C1,...,cr}

be a CSRF of M at w and {dy,...,d.} be a CSRF of M* =Mt

at u. Suppose that the biorthogonal relationships

at

(2.11)
art

1 -m; L

'IT <(' U) lMCildj>(U) _613 601

(Oglfmj—h i,i=1,...,r) hold where m, 18 the multiplicity
of - We define

y; (0 :=Y(-,2)c; (A) (i=1,...,r; 2r€0)
and’

- -1yl e (3 *
ui(A)(x) = Y (x,A) {j§1Y (aj,A)W (}‘)X(aj,b) (x)

X
+IYt(a,x)wt(a,x)da}di(x)
a

(i=1,...,r; A€C). We set

vy = (ui,di) (i=1,...,r).

Then {y1,...,yr} 28 a CSRF of T at u, {V1,...,vr}



is a CSRF of T* at wu, the biorthogonal relationships
at

1
(2.12) -—
1! d>‘l

<(-—u)_miTyi,vj>(u) = 6ij601

(Oglgmj—T; i,j=1,...,xr) hold, and

-

j

g Rt

—m-
.- Jv. .
1( u) Y:,®VJ

18 holomorphic at u.

Kaashoek [17] proved that T 1is globally equivalent to

the canonical Lg(a,b)—extension of M if T corresponds to a

two-point boundary value problem (m=2, W=0).

3. ASYMPTOTIC FUNDAMENTAL MATRICES FOR FIRST ORDER

SYSTEMS
In this section we assume that

(3.1) A(-,2) = ¥ 13a j+x'k'1Ak(-,x)

j=-1

where k>0, A,

that A1 has the diagonal form

° 1
A1= A.l (0]
0] .
* 1
Ay
where
1 1
A =1 In, (v=0,...,1), L n, =n,
v=0
and for v,u=0,...,1
- = - iy
rv(x) ru(x) Irv(x) ru(x)le Vi,
-1
Irv—rul GLm(a,b) (v # u)

with some (pvu €ER.

10

eM (W '7(a,b)), A_jeM (W (a,b)) (5=0,..
Ak(-,)\)EMn(Lw(a,b)) is bounded in Mn(Lw(a,b)) as A -,

<1 k),

Assume



We set

X

R\)(X) :=Ir\)(£)d€ (v=0,...,1; x€ [alb])vr
a

Ev(x,)\) :=exp(>\Rv(x))Inv (v=0,...,1),
Eo(x,)\)

E(X,)\) = E‘](xl)\) O

o ..
El(x,A)

We shall often deal with functions having a special
asymptotic behaviour when the parameter A tends to infinity.
For this we introduce some notations.

Let i,j€N and let | | be a fixed norm on Mi’j(ﬂi).
Let f£f()) GMi'j(E) where A €Uc(, and let g:U-T. We write

£(x) =0(g(Ar))
if there is a C3>0 such that |£(})]| <Clg(x)l for A€U, and

£(2) =0(g(N))

1

if 1f£(M)1lg(A)]”'»20 as A-w, Let a€M (C). We write

i,]
£(x) =[al if f(r) —a = o0(1).
Now let 1<p<e and h€M, j(]Z.p(a,b)). Ihlp denotes
. r
the Lp(a,b)-norm of the function |h(.)| where the norm on

Mi,j((t) is as above. Let £(-,1) €M, j(Lp(a,b)) where r€UCcC,
J— r
and let g:U-(0. We write

£(., = .y = i .. ’
(«,2) {O(Q(X))}p or £(-,2)=0(g(2)) in Ml,J(Lp(a b))

if there is a C>0 such that lf(-,A)ngClg(A)l for AEU,
and

Ay ={0(g(1)} C )= in M, . |
£(,M)=0(g(M)) 1 or £(-,))=0(g(M) in M; (L (a,b))

£ 1£G,11g017150 as Ao,

11














































































































































































































































































