
NOTAS DE LÓGICA MATEMÁTICA

41

Antonio A. R. Monteiro and Luiz F. Monteiro

THREE-VALUED ŁUKASIEWICZ ALGEBRAS

2019

INSTITUTO DE MATEMÁTICA (INMABB)
CONICET / UNIVERSIDAD NACIONAL DEL SUR

BAHÍA BLANCA - ARGENTINA

ISSN 0078-2017



Preface to this English translation

This is an edition of lecture notes for a course on three-valued  Lukasiewicz
algebras given by Dr. Antonio A. R. Monteiro in 1963 in the Universidad Na-
cional del Sur, translated into English for the first time for the series Notas de
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Preface

These lecture notes follow the course on three-valued  Lukasiewicz algebras [36]
given by Dr. Antonio A. R. Monteiro in 1963 in the Universidad Nacional del
Sur, as well as the seminars [37], [44] about this topic, where he presented original
results.

The first parts of the course included some background on partially ordered sets,
distributive lattices, De Morgan algebras, and monadic boolean algebras, needed to
follow the later parts. This background material can be found in the publications
[66], [51], and [50].

Dr. Antonio Monteiro usually posed problems during his lectures, and some of
them led to the following works, among others:

• The doctoral dissertation of Roberto Cignoli, Álgebras de Moisil de or-
den n (1969) [12], [13], which presents important results on n-valued
Moisil algebras, which have three-valued  Lukasiewicz algebras as a partic-
ular case. In the bibliography we include 15 works by this author.
• The doctoral dissertation of Luiz Monteiro, Álgebras de  Lukasiewicz triva-

lentes monádicas (1971) [61], [62], which generalizes the concept of three-
valued  Lukasiewicz algebras.
• The doctoral dissertation of Manuel Abad, Estructuras ćıclica y monádica

de un álgebra de  Lukasiewicz n-valente (1986) [36], which generalizes the
concept of monadic three-valued  Lukasiewicz algebras.
• The doctoral dissertations of Luisa Iturrioz [23] and Aldo V. Figallo [18].

The book  Lukasiewicz-Moisil algebras, by V. Boicescu, A. Filipoiu, G. Geor-
gescu, and S. Rudeanu [9] studies more general structures. Published in 1991,
it compiles bibliography (up to 1989) related to three-valued  Lukasiewicz algebras.
In our bibliography we include more works, some of them published after 1989,
undoubtedly originated in the topics developed in the course and seminars cited
above, and also in the work meetings of Professor A. Monteiro with his disciples.
One of these disciples was also his son, Luiz Monteiro, who took upon the task of
editing all this material to make it widely available. In doing so, he added many
results of his own, so when preparing the translation for this English edition, it
was apparent that Luiz should be fully credited as author as well.

To this day, the results by A. Monteiro presented in this lecture notes continue
to be cited in the literature.
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CHAPTER 1

Basic definitions and constructions

1.1. Definition and calculation rules

The concept of three-valued  Lukasiewicz algebra, was introduced and devel-
oped by Gr. Moisil [25], [26], [30].

These algebras play to the  Lukasiewicz three-valued propositional calculus, an
analogue role to that of boolean algebras to the classical propositional calculus.

The following definition 1 ([36], [39]) is equivalent to those indicated by Moisil.

Definition 1.1.1. A three-valued  Lukasiewicz algebra is a system (L, 1,∼
,∇,∨,∧) formed by 1) a non-empty set L; 2) an element 1 ∈ L; 3) two unary
operations ∼ and ∇ defined on L; 4) two binary operations ∨ and ∧, defined on
L so that the following conditions are verified:

L1) 1 ∨ x = 1, for all x ∈ L,
L2) x ∧ (x ∨ y) = x, for all x, y ∈ L,
L3) x ∧ (y ∨ z) = (z ∧ x) ∨ (y ∧ x), for all x, y, z ∈ L,
L4) ∼∼ x = x, for all x ∈ L,
L5) ∼ (x ∧ y) =∼ x∨ ∼ y, for all x, y ∈ L,
L6) ∼ x ∨∇x = 1, for all x ∈ L,
L7) ∼ x ∧ x =∼ x ∧∇x, for all x ∈ L,
L8) ∇(x ∧ y) = ∇x ∧∇y, for all x, y ∈ L.

The operation ∼ is denominated negation and ∇ is denominated the possibility
operation. We will also say that L is a  Lukasiewicz algebra.

One of the first problems posed by Professor Antonio Monteiro in his class
was to determine whether these axioms were independent. This was solved by
L. Monteiro [54], who proved that axioms L2) to L8) are independent and L1) is
a consequence of some of the axioms L2) to L8). One of the examples indicated by
L. Monteiro in [54] led A. Monteiro to introduce in 1978 the notion of four-valued
modal algebra. He then posed to I. Loureiro the task of developing the theory of
these algebras, which she did in her doctoral dissertation [24], defended in Lisbon
in 1983.

To establish the equivalence of the definition above with those indicated by
Moisil we must put ∼ x = Nx and ∇x = µx.

Another set of axioms for  Lukasiewicz algebra was indicated by A. Monteiro
and L. Monteiro before 1967, but only published in 1996, [48].

Axioms L1), L2) and L3) are the ones posed by M. Sholander [75] so the system
(L, 1,∧,∨) is a distributive lattice with a top element 1. From axioms L1), L2),

1The goal of A. Monteiro in presenting this definition was to use less axioms than those
present in the different definitions by Moisil, while keeping the same operations as primitive.

1



2 1. BASIC DEFINITIONS AND CONSTRUCTIONS

L3), L4) and L5) it follows that the system (L, 1,∼,∧,∨) is a De Morgan algebra
[6], [7], [51] and therefore 0 =∼ 1 is the bottom element of the lattice L.

Therefore we can define a  Lukasiewicz algebra as a De Morgan algebra on
which an unary operation verifying L6), L7) and L8) is defined.

We shall assume known and use freely the calculation rules valid in De Morgan
algebras. We now indicate some calculation rules involving the operator ∇.

L9) x ≤ ∇x.
x = x ∧ 1 = (by L6)) = x ∧ (∼ x ∨ ∇x) = (x∧ ∼ x) ∨ (x ∧ ∇x) =

(by L7)) = (∼ x ∧∇x) ∨ (x ∧∇x) = (∼ x ∨ x) ∧∇x ≤ ∇x.
L10) ∇1 = 1.

Immediate from L9).
L11) ∇0 = 0.

0 = 0 ∧ 1 = 0∧ ∼ 0 = (by L7)) =∼ 0 ∧∇0 = 1 ∧∇0 = ∇0.
L12) If x ≤ y then ∇x ≤ ∇y.

We know that x ≤ y ⇐⇒ x = x∧y, so ∇x = ∇(x∧y) = (by L8)) =
∇x ∧∇y and this is equivalent to ∇x ≤ ∇y.

L13) x ∨∇ ∼ x = 1.
x ∨∇ ∼ x = (by L4)) =∼ (∼ x) ∨∇ ∼ x = (by L6)) = 1.

L14) ∇ ∼ ∇ ∼ x ≤ x.
From L13) it follows that ∼ (x ∨∇ ∼ x) =∼ 1, this is

∼ x∧ ∼ ∇ ∼ x = 0. Then ∇(∼ x∧ ∼ ∇ ∼ x) = ∇0 = (by L11)) = 0,
and using L8) we obtain (1) ∇ ∼ x ∧∇ ∼ ∇ ∼ x = 0.

Finally x = x ∨ 0 = (by (1)) = x ∨ (∇ ∼ x ∧ ∇ ∼ ∇ ∼ x) =
(x ∨ ∇ ∼ x) ∧ (x ∨ ∇ ∼ ∇ ∼ x) = (by L13)) = 1 ∧ (x ∨ ∇ ∼ ∇ ∼ x) =
x ∨∇ ∼ ∇ ∼ x from which L14) follows.

L15) ∇ ∼ ∇ ∼ ∇ ∼ x = ∇ ∼ x.
From L14), ∼ x ≤∼ ∇ ∼ ∇ ∼ x, so by L12) we get:
(1) ∇ ∼ x ≤ ∇ ∼ ∇ ∼ ∇ ∼ x. On the other hand, replacing in L14)

x by ∇ ∼ x we get:
(2) ∇ ∼ ∇ ∼ ∇ ∼ x ≤ ∇ ∼ x. From (1) and (2), L15) follows.

L16) ∇ ∼ ∇x is the boolean complement of ∇x.
If in L13) we replace x by ∇x, we get (1) ∇x ∨ ∇ ∼ ∇x = 1. From

L6) it follows that ∼ (∼ x ∨ ∇x) =∼ 1 = 0, this is x∧ ∼ ∇x = 0 and
therefore (2) 0 = ∇0 = ∇(x∧ ∼ ∇x) = (by L8) = ∇x ∧ ∇ ∼ ∇x. From
(1) and (2), L16) obtains.

L17) ∼ ∇x is the boolean complement of ∇x.
From x ≤ ∇x, replacing x by ∼ ∇x we get ∼ ∇x ≤ ∇ ∼ ∇x,

so ∇x∧ ∼ ∇x ≤ ∇x ∧ ∇ ∼ ∇x = (by L16) = 0, and therefore (1)
∇x∧ ∼ ∇x = 0, so ∼ (∇x∧ ∼ ∇x) =∼ 0 = 1, this is (2) ∇x∨ ∼ ∇x = 1.
From (1) and (2), L17) obtains.

L18) ∇ ∼ ∇x =∼ ∇x.
This is an immediate consequence of L16) and L17), since in a dis-

tributive lattice if an element has a boolean complement, it is a unique
one.

L19) ∇ ∼ ∇ ∼ x =∼ ∇ ∼ x.
Follows from L18) replacing x by ∼ x.
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L20) ∇∇x = ∇x.
From L18) it follows that ∼ ∇ ∼ ∇x =∼∼ ∇x = ∇x, and then (1)

∇ ∼ ∇ ∼ ∇x = ∇∇x. If we replace x by ∼ x in L15) we obtain (2)
∇ ∼ ∇ ∼ ∇x = ∇x. From (1) and (2), L20) follows.

An element x ∈ L of a  Lukasiewicz algebra L is called a constant or invariant
if ∇x = x. We shall represent by B(L) or just B the set of all the invariant
elements of L. By L20) it follows that ∇x ∈ B(L) for all x ∈ L, so in particular
B0) 0, 1 ∈ B(L). The set B(L) has also the following properties:

B1) If x, y ∈ B(L) then x ∧ y ∈ B(L).
Indeed, by hypothesis ∇x = x,∇y = y so ∇(x ∧ y) = (byL8)) =

∇x ∧∇y = x ∧ y.
B2) If x ∈ B(L) then ∼ x ∈ B(L).

From L18) we know that ∇ ∼ ∇x =∼ ∇x, so if ∇x = x, we have
that ∇ ∼ x =∼ x.

B3) If x, y ∈ B(L) then x ∨ y ∈ B(L).
Follows immediately from B1), B2) and axiom L5).

Lemma 1.1.2. (Gr. [25])If L is an  Lukasiewicz algebra and x ∈ L then x is
invariant if and only if x is a boolean element.

Proof. It is clear that 0 and 1 are boolean elements of L.
Let x be a boolean of L and denote with −x its boolean complement, so

x ∧ −x = 0 and x ∨ −x = 1. By L8) we have (1) ∇x ∧ ∇ − x = 0 and by L9)
1 = x∨−x ≤ ∇x∨∇−x so (2)∇x∨∇−x = 1. Therefore∇x is a boolean element
with complement ∇−x. On the other hand, (3) ∇x = ∇x∧1 = ∇x∧ (x∨−x) =
(∇x ∧ x) ∨ (∇x ∧ −x) = x ∨ (∇x ∧ −x). From −x ≤ ∇− x it follows, using (1)
that −x ∧ ∇x ≤ ∇− x ∧ ∇x = 0 and therefore (4) −x ∧ ∇x = 0. From (3) and
(4) it follows that ∇x = x.

Assume now that x ∈ B(L), so ∇x = x. By L17) we know that ∇x is a
boolean element with complement ∼ ∇x, so since ∼ ∇x =∼ x we can derive
∼ x ∧ x = 0 and ∼ x ∨ x = 1, then x is a boolean element with complement
∼ x. �

We have proven that B(L) is a boolean algebra.

L21) ∇(x ∨ y) = ∇x ∨∇y.
From x ≤ x ∨ y it follows by L12) that (1) ∇x ≤ ∇(x ∨ y) and from

y ≤ x ∨ y it follows by L12) that (2) ∇y ≤ ∇(x ∨ y). From (1) and (2)
we have:

(3) ∇x ∨∇y ≤ ∇(x ∨ y).

By L9) we know that x ≤ ∇x and y ≤ ∇y, thus x∨ y ≤ ∇x∨∇y and so
using L12) we have ∇(x ∨ y) ≤ ∇(∇x ∨ ∇y), and since ∇x,∇y ∈ B(L)
it follows by B3) that ∇x∨∇y ∈ B(L), this is ∇(∇x∨∇y) = ∇x∨∇y,
so (4) ∇(x ∨ y) ≤ ∇x ∨∇y. From (3) and (4), L21) follows.

L22) ∼ ∇ ∼ x ∨ (∇x ∧∇ ∼ x)∨ ∼ ∇x = 1.
∼ ∇ ∼ x ∨ (∇x ∧∇ ∼ x)∨ ∼ ∇x =
(∼ ∇ ∼ x∨ ∼ ∇x) ∨ (∇x ∧∇ ∼ x) =
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(∼ ∇ ∼ x∨ ∼ ∇x∨∇x)∧ (∼ ∇ ∼ x∨ ∼ ∇x∨∇ ∼ x) = (by L17)) =
1 ∧ 1 = 1.

L23) ∇(x ∧∇y) = ∇x ∧∇y.
∇(x ∧∇y) = (by L8)) = ∇x ∧∇∇y = (by L20)) = ∇x ∧∇y.

We define a new unary operator on L as follows:

∆x =∼ ∇ ∼ x

and we call it dual operator of ∇ or necessity operator. This terminology is
justified by the following calculation rules:

L6′) ∼ x ∧∆x = 0.
∼ x ∧∆x =∼ x∧ ∼ ∇ ∼ x =∼ (x ∨∇ ∼ x) = (by L6)) =∼ 1 = 0.

L7′) x∨ ∼ x =∼ x ∨∆x.
∼ x ∨∆x =∼ x∨ ∼ ∇ ∼ x = ∼ (x ∧∇ ∼ x) = (by L7)) =

∼ (x∧ ∼ x) = (by L5) and L4)) =∼ x ∨ x.
L8′) ∆(x ∨ y) = ∆x ∨∆y, ∆(x ∧ y) = ∆x ∧∆y.

∆(x∨ y) =∼ ∇ ∼ (x∨ y) = (by L5)) =∼ ∇(∼ x∧ ∼ y) = (by L8)) =
∼ (∇ ∼ x ∧∇ ∼ y) =∼ ∇ ∼ x∨ ∼ ∇ ∼ y = ∆x ∨∆y.
By applying the negation, L5) and L21), the other equality holds.

L9′) ∆x ≤ x.
By L9) we know that ∼ x ≤ ∇ ∼ x, so ∆x =∼ ∇ ∼ x ≤∼∼ x = x.

We can also prove promptly:

L24) ∇∆x = ∆x and ∆∇x = ∇x.
Follows from L18).

Clearly every boolean algebra is a  Lukasiewicz algebra in which for all x,
∇x = x and ∼ x = −x.

Given a property P valid in all  Lukasiewicz algebra, we call dual of P the
property P ′ obtained by interchanging the elements 0 and 1 and the operations
∇,∨,∧ by ∆,∧,∨ respectively. We know that the duals of each of the axioms L1)
to L8) used to define  Lukasiewicz algebra are also valid in these algebras, so we
can state the following result:

“If a property P is valid in a  Lukasiewicz algebra then the dual property P ′ is
also valid”.

Since the ∇ operator has the properties of a closure operator (because of L9),
L12) and L20)) it is natural to define the following operators:

Ext x =∼ ∇x, Int x = ∆x,

∂x = ∇x ∧∇ ∼ x = ∇(x∧ ∼ x),

called exterior interior and frontier respectively. The calculation rule L22) can
now be written as:

L22) Int x ∨ ∂x ∨ Ext x = 1.

This formula was called by Moisil the principle of the excluded fourth. Notice
that:

• Int x∧ ∂x = ∆x∧∇x∧∇ ∼ x = ∇x∧ ∼ ∇ ∼ x∧∇ ∼ x = (by L17)) =
∇x ∧ 0 = 0.
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• Int x ∧ Ext x = ∆x∧ ∼ ∇x = ∆x ∧∆ ∼ x = (by L8′)) = ∆(x∧ ∼ x) =
∼ ∇ ∼ (x∧ ∼ x) =∼ ∇(∼ x ∨ x) =∼ (∇ ∼ x ∨∇x) =
∼ (∇(∼ x ∨∇x)) = (by L6)) =∼ ∇1 = (by L10)) =∼ 1 = 0.

• ∂x ∧ Ext x = ∇x ∧∇ ∼ x∧ ∼ ∇x = (by L17)) = 0.

Lemma 1.1.3. If (1) x∧ ∼ x = 0 then a) ∂x = 0, b) ∇x = x, c) Int x = x
and d) Ext x =∼ x.

Proof. a) ∂x = ∇(x∧ ∼ x) = ∇0 = 0.
From (1) it follows that (2) x∨ ∼ x = 1, so ∇x = ∇x ∧ 1 = ∇x ∧ (x∨ ∼ x) =

(∇x ∧ x) ∨ (∇x∧ ∼ x) = (by L9) and L7)) = x ∨ (x∧ ∼ x) = x, and therefore
Ext x =∼ ∇x =∼ x. We already saw that (3) 0 = ∂x = ∇x ∧ ∇ ∼ x, then
∇ ∼ x = ∇ ∼ x∧1 =(by (2)) = ∇ ∼ x∧(x∨ ∼ x) = (∇ ∼ x∧x)∨(∇ ∼ x∧ ∼ x) =
(by (3) and L9)) = 0∨ ∼ x =∼ x, so Int x = ∆x =∼ ∇ ∼ x =∼∼ x = x. �

1.2. Centered  Lukasiewicz algebras

An element c of a  Lukasiewicz algebra L is called a center of L, if ∼ c = c
(Moisil, [25]). This notion coincides with the corresponding one for order 3 Post
algebras. For more on this see G. Epstein, The lattice theory of Post algebras,
Trans. Amer. Math. Soc., 95 (1960), 300-317, and T. Traczyk, Axioms and some
properties of Post algebras, Colloq. Math., 10 (1963), 193-209.

In case a  Lukasiewicz algebra has a center, it will be called a centered  Lukasiewicz
algebra, or a  Lukasiewicz algebra with center.

Lemma 1.2.1. For an element c in a  Lukasiewicz algebra L to be a center of
L, it is necessary and sufficient that ∆c = 0 and ∇c = 1.

Proof. Assume that ∼ c = c. Then by axiom L6) and property L9) we get

1 =∼ c ∨∇c = c ∨∇c = ∇c.
By L6’) and L9’) we have

0 =∼ c ∧∆c = c ∧∆c = ∆c = 0.

Assume now ∆c = 0 and ∇c = 1. By L7 we get c∧ ∼ c =∼ c ∧ ∇c =
∼ c ∧ 1 =∼ c, so ∼ c ≤ c. By L7’), c∨ ∼ c =∼ c ∨ ∆c =∼ c ∨ 0 =∼ c, this is
c ≤∼ c. �

Lemma 1.2.2. If a  Lukasiewicz algebra L has a center, it is unique.

Proof. Assume that c1 and c2 are centers of L this is ∇c1 = ∇c2 = 1 and
∆c1 = ∆c2 = 0. Then ∇(c1 ∧ c2) = ∇c1 ∧ ∇c2 = 1 ∧ 1 = 1 and ∆(c1 ∧ c2) =
∆c1 ∧∆c2 = 0 ∧ 0 = 0. Consequently c = c1 ∧ c2 is a center of L so, by Lemma
1.2.1 c =∼ c this is c1 ∧ c2 =∼ (c1 ∧ c2) =∼ c1∨ ∼ c2 = c1 ∨ c2 and therefore
c1 = c2. �

Note that to prove the preceding lemma, G. Moisil used Lemma 1.2.1 and the
determination principle which we present next. Further on, (Lemma 1.4.4) we
will indicate a different proof for Lemma 1.2.2.

Let us see some examples of centered  Lukasiewicz algebras.
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Example 1.2.3. Let T = {0, c, 1} be a partially ordered set (from now on,
poset) with 0 < c < 1, so since T is a finite chain, T is a bounded distributive
lattice. The operations ∼,∇,∆ are defined by the following tables:

e
u
e

0

c

1 x ∼ x ∇x ∆x

0 1 0 0
c c 1 0
1 0 1 1

Example 1.2.4. Consider the distributive lattice L with Hasse diagram in-
dicated below in which the operations ∼,∇,∆ are given by the following table:

e
e

e
e

u
e

e
e

e 0

a b

d c e

f g

1

�
��

�
��

�
��

�
��

�
��

�
��

@
@@

@
@@

@
@@

@
@@

@
@@

@
@@

x ∼ x ∇x ∆x

0 1 0 0
a g d 0
b f e 0
c c 1 0
d e d d
e d e e
f b 1 d
g a 1 e
1 0 1 1

Lemma 1.2.5. If L is a  Lukasiewicz algebra with center c and b ∈ B(L) then:

c ∧ b = 0 if and only if b = 0.

Proof. The condition is obviously sufficient. If c ∧ b = 0 then, since b is
boolean:

b = 1 ∧ b = ∇c ∧∇b = ∇(c ∧ b) = 0.

�

1.3. Axled  Lukasiewicz algebras

An element e of a  Lukasiewicz algebra L is called an axis of L ([27], p.88) if:

E1) ∆e = 0,
E2) ∇x ≤ ∆x ∨∇e, for all x ∈ L.

In case a  Lukasiewicz algebra has an axis, it will be called an axled  Lukasiewicz
algebra, or a  Lukasiewicz algebra with axis.

Note that condition E2) is equivalent to any of the two following ones ([62]):

E3) ∇x = ∇x ∧ (∆x ∨∇e),
E4) ∇x ∨∇e = ∆x ∨∇e.

Example 1.3.1. Consider the distributive lattice A with Hasse diagram indi-
cated below and in which the operators ∼,∇,∆ are defined by the following table:
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e
e

e
e

u
e 0

a e

b d

1

�
��

�
��

�
��

�
��

@
@@

@
@@

@
@@

x ∼ x ∇x ∆x ∆x ∨∇e
0 1 0 0 d
a d a a 1
b e 1 a 1
d a d d d
e b d 0 d
1 0 1 1 1

Example 1.3.2. Consider the distributive lattice with Hasse diagram indicated
below with the operators ∼,∇,∆ defined by the following table:

e
e e

e
e

u
e

e
e

e
e

e

�
��

�
��

�
��

�
��

�
��

�
��

@
@
@
@

@
@
@
@ @

@
@
@

@
@
@
@

@
@
@
@

@
@

@
@

0

a

e

b

d

c

g

h

i

f

j

1

x ∼ x ∇x ∆x ∆x ∨∇e
0 1 0 0 h
a j a a i
b i b b j
c h c c 1
d g i a i
e f h 0 h
f e 1 c 1
g d j b j
h c h h h
i b i i i
j a j j j
1 0 1 1 1

1.4. Moisil’s determination principle

We indicate now the proof of the so called Moisil’s determination principle:

If L is a  Lukasiewicz algebra and a, b ∈ L are such that

∇a = ∇b and ∆a = ∆b then a = b.

Note that in the initial definitions of  Lukasiewicz algebra given by Moisil,
this principle was taken as an axiom. Later Moisil [26] defined the  Lukasiewicz
algebras using equalities, from which he proved this principle.

Let L be a  Lukasiewicz algebra, p, u ∈ B(L) such that p ≤ u, and

L′ = [p, u] = {x ∈ L : p ≤ x ≤ u}.
Given x ∈ L define:

≈ x = p ∨ (u∧ ∼ x).

Observe that p ≤ p∨(u∧ ∼ x) =≈ x. On the other hand, ≈ x = p∨(u∧ ∼ x) =
(p∨u)∧(p∨ ∼ x) = u∧(p∨ ∼ x) ≤ u. Then ≈ x ∈ L′, for all x ∈ L. If x ∈ L′ then
p ≤ x ≤ u and since p, u ∈ B(L) we have by L9) that p = ∇p ≤ ∇x ≤ ∇u = u.
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Therefore if x ∈ L′ then ≈ x,∇x ∈ L′. Thus we have two unary operations
defined on L′.

Theorem 1.4.1. The system (L′, u,≈,∇,∧,∨) is a  Lukasiewicz algebra.

Proof. It is well known that (L′, p, u,∧,∨) is a distributive lattice with top
element u and bottom element p.

Since p, u ∈ B(L), then p∧ ∼ p = 0, p∨ ∼ p = 1, u∧ ∼ u = 0, u∨ ∼ u = 1.

L4) Let x ∈ L′ then ≈≈ x = p ∨ (u∧ ∼ (≈ x)) =
p ∨ (u∧ ∼ (p ∨ (u∧ ∼ x))) = p ∨ (u∧ ∼ p ∧ (∼ u ∨ x)) =
(p ∨ u) ∧ (p∨ ∼ p) ∧ (p∨ ∼ u ∨ x) = u ∧ 1 ∧ (∼ u ∨ x) =
u ∧ (∼ u ∨ x) = (u∧ ∼ u) ∨ (u ∧ x) = 0 ∨ (u ∧ x) = u ∧ x = x.

L5) Let x, y ∈ L′, so x ∧ y ∈ L′ and ≈ (x ∧ y) = p ∨ (u∧ ∼ (x ∧ y)) =
p ∨ (u ∧ (∼ x∨ ∼ y)) = p ∨ (u∧ ∼ x) ∨ (u∧ ∼ y) =
p ∨ (u∧ ∼ x) ∨ p ∨ (u∧ ∼ y) =≈ x∨ ≈ y.

L6) If x ∈ L′ then ∇x ≤ u and therefore ≈ x ∨ ∇x = p ∨ (u∧ ∼ x) ∨ ∇x =
p ∨ ((u ∨∇x) ∧ (∼ x ∨∇x)) = p ∨ (u ∧ 1) = p ∨ u = u.

L7) If x ∈ L′ then≈ x∧∇x = (p∨(u∧ ∼ x))∧∇x = (p∧∇x)∨(u∧ ∼ x∧∇x) =
p ∨ (u∧ ∼ x ∧ ∇x) = p ∨ (u∧ ∼ x ∧ x) = (p ∨ (u∧ ∼ x)) ∧ (p ∨ x) =
≈ x ∧ x.

L8) Let x, y ∈ L′, so x ∧ y ∈ L′ and ∇(x ∧ y) = ∇x ∧∇y.

Note that in L′ the necessity operator is defined by ≈ ∇ ≈ x, with x ∈ L′.
Using the fact that p, u ∈ B(L), p ≤ u and that p ≤ ∆x ≤ u, then if x ∈ L′ we
have:

≈ ∇ ≈ x =≈ ∇(p ∨ (u∧ ∼ x)) =≈ (∇p ∨ (∇u ∧∇ ∼ x)) =

≈ (p ∨ (u ∧∇ ∼ x)) = p ∨ (u∧ ∼ (p ∨ (u ∧∇ ∼ x))) =

p ∨ (u ∧ (∼ p ∧ (∼ u∨ ∼ ∇ ∼ x))) = (p ∨ u) ∧ (p∨ ∼ p) ∧ (p∨ ∼ u ∨∆x)) =

u ∧ 1 ∧ (p∨ ∼ u ∨∆x) = u ∧ (p∨ ∼ u ∨∆x) =

(u ∧ p) ∨ (u∧ ∼ u) ∨ (u ∧∆x) = p ∨ 0 ∨∆x = ∆x

�

We prove now Moisil’s determination principle. Assume that a, b ∈ L verify
∇a = ∇b and ∆a = ∆b. Since p = ∆a ≤ ∇a = u we can consider the interval
L′ = [∆a,∇a] = [∆b,∇b]. Since ∆a,∇a ∈ B(L) then by the previous theorem
(L′, u = ∇a,≈,∇,∧,∨) is a  Lukasiewicz algebra, in which if x ∈ L′, then ≈ x =
∆a ∨ (∇a∧ ∼ x). We shall prove that the element a in L′, is a center of L′,
this is, that ≈ a = a. Indeed ≈ a = ∆a ∨ (∇a∧ ∼ a) = ∆a ∨ (a∧ ∼ a) =
(∆a ∨ a) ∧ (∆a∨ ∼ a) = a ∧ (a∨ ∼ a) = a.

In analogous way one can prove that b is a center of L′, then by Lemma 1.2.2,
a = b.

Immediately after proving this, Professor A. Monteiro posed his students the
problem of finding a proof of Moisil’s determination principle starting from the
axioms for three-valued  Lukasiewicz algebras. This was solved in 1965 by L. Mon-
teiro and published in 1969 in [58]. Since that publication has several typos, we
reproduce the proof here.
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Note that in every  Lukasiewicz algebra L it holds that:

(1) x = (∆x∨ ∼ x) ∧∇x = (∇x∧ ∼ x) ∨∆x.

Indeed, using L7′) and L7):

(∆x∨ ∼ x)∧∇x = (x∨ ∼ x)∧∇x = (x∧∇x)∨ (∼ x∧∇x) = x∨ (x∧ ∼ x) = x.

x = (∆x∨ ∼ x) ∧∇x = (∆x ∧∇x) ∨ (∼ x ∧∇x) = ∆x ∨ (∼ x ∧∇x).

Assume now that a, b ∈ L verify (2) ∇a = ∇b and (3) ∆a = ∆b, then:

a ∨ b = (by (1)) = (∆(a ∨ b)∨ ∼ (a ∨ b)) ∧∇(a ∨ b) =

(∆a ∨∆b) ∨ (∼ a∧ ∼ b)) ∧ (∇a ∨∇b) = (by (2) and (3)) =

(∆a ∨ (∼ a∧ ∼ b)) ∧∇a = (∆a∨ ∼ a) ∧ (∆a∨ ∼ b) ∧∇a =

((∆a∨ ∼ a) ∧∇a) ∧ ((∆a∨ ∼ b) ∧∇a) = (by (2) and (3)) =

((∆a∨ ∼ a) ∧∇a) ∧ ((∆b∨ ∼ b) ∧∇b) = (by (1)) = a ∧ b.
Then a ∨ b = a ∧ b and therefore a = a ∧ (a ∨ b) = a ∧ (a ∧ b) = a ∧ b =

b ∧ (a ∧ b) = b ∧ (a ∨ b) = b.

As a corollary to Moisil’s determination principle we have:

Corollary 1.4.2. x ≤ y if and only if ∆x ≤ ∆y and ∇x ≤ ∇y.

Lemma 1.4.3. Every  Lukasiewicz algebra L is a Kleene algebra, this is,

(K) x∧ ∼ x ≤ y∨ ∼ y, for all x, y ∈ L.

Proof. We want to prove that (1) x∧ ∼ x = (x∧ ∼ x) ∧ (y∨ ∼ y). Using
L6), L9) and L21) respectively we have

1 =∼ y ∨∇y ≤ ∇ ∼ y ∨∇y = ∇(∼ y ∨ y)

and therefore (2) ∇(∼ y ∨ y) = 1. Using the duality principle we also get (3)
∆(∼ x ∧ x) = 0. Now applying L8) and (2) we get:

(4) ∇((x∧ ∼ x) ∧ (y∨ ∼ y)) = ∇(x∧ ∼ x) ∧∇(y∨ ∼ y) =

∇(x∧ ∼ x) ∧ 1 = ∇(x∧ ∼ x).

From L8′) and (3) we deduce:

(5) ∆((x∧ ∼ x) ∧ (y∨ ∼ y)) = ∆(x∧ ∼ x) ∧∆(y∨ ∼ y) =

0 ∧∆(y∨ ∼ y) = 0 = ∆(x∧ ∼ x).

From (4) and (5), using Moisil’s determination principle it follows that (1) is
verified. �

A proof of the previous result, not using Moisil’s determination principle was
indicated by L. Monteiro:

Let p = (x∧ ∼ x) ∧ (y∨ ∼ y), so (1) p ≤∼ x ∧ x. We just saw that in
every  Lukasiewicz algebra a = (∆a∨ ∼ a) ∧ ∇a holds for every a ∈ L, then
p = (∆p∨ ∼ p) ∧∇p.

Since by the proof of Lemma 1.4.3, ∆p = 0 and ∇p = ∇x ∧∇ ∼ x, then:

(2) p =∼ p ∧∇p = ((∼ x ∨ x) ∨ (∼ y ∧ y)) ∧∇x ∧∇ ∼ x =

(∼ x ∧∇x ∧∇ ∼ x) ∨ (x ∧∇x ∧∇ ∼ x) ∨ (∼ y ∧ y ∧∇x ∧∇ ∼ x) =
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(∼ x ∧∇x) ∨ (x ∧∇ ∼ x) ∨ (∼ y ∧ y ∧∇x ∧∇ ∼ x) =

(∼ x ∧ x) ∨ (x∧ ∼ x) ∨ (∼ y ∧ y ∧∇x ∧∇ ∼ x) =

(∼ x ∧ x) ∨ (∼ y ∧ y ∧∇x ∧∇ ∼ x) ≥∼ x ∧ x.
From (1) and (2) it follows that x∧ ∼ x = p = (x∧ ∼ x) ∧ (y∨ ∼ y).

Lemma 1.4.4. If A is a Kleene algebra and there exists an element w ∈ A
such that ∼ w = w, then it is the unique one with this property.

Proof. If z =∼ z then by condition (K) we have

z = z∧ ∼ z ≤ w∨ ∼ w = w and w = w∧ ∼ w ≤ z∨ ∼ z = z.

�

Lemma 1.4.5. If L is a  Lukasiewicz algebra with axis e, then for all x ∈ L,

a) x = ∆x ∨ (e ∧∇x ∧∇ ∼ x). (G. Moisil, [27])
b) x = (∆x ∨ e) ∧∇x = (∇x ∧ e) ∨∆x. (L. Monteiro, [61])
c) x = (∆x∨ ∼ e) ∧∇x = (∇x∧ ∼ e) ∨∆x. (L. Monteiro, [61])

Proof. a) Let a = ∆x ∨ (e ∧∇x ∧∇ ∼ x) then

(1)∆a = ∆x ∨ (∆e ∧∇x ∧∇ ∼ x) = ∆x ∨ (0 ∧∇x ∧∇ ∼ x) = ∆x,

and

∇a = ∆x ∨ (∇e ∧∇x ∧∇ ∼ x) = (∆x ∨∇e) ∧ (∆x ∨∇x) ∧ (∆x ∨∇ ∼ x) =

(∆x ∨∇e) ∧∇x ∧ 1 = (∆x ∨∇e) ∧∇x.
By condition E3) we know that∇x = (∆x∨∇e)∧∇x, so (2)∇a = ∇x.

From (1) and (2), by Moisil’s determination principle, it follows property
a).

b) From a) it follows that x = (∆x ∨ e) ∧ (∆x ∨ ∇x) ∧ (∆x ∨ ∇ ∼ x) =
(∆x∨e)∧∇x∧1 = (∆x∨e)∧∇x = (∆x∧∇x)∨(e∧∇x) = ∆x∨(e∧∇x).

c) By b) ∼ x = (∆ ∼ x ∨ e) ∧ ∇ ∼ x so x =∼∼ x = (∇x∧ ∼ e) ∨ ∆x =
(∇x ∨∆x) ∧ (∆x∨ ∼ e) = ∇x ∧ (∆x∨ ∼ e).

�

Lemma 1.4.6. If L is a  Lukasiewicz algebra such that there exists an element
e ∈ L verifying:

E1) ∆e = 0,
E2′) x = (∆x ∨ e) ∧∇x, for all x ∈ L

then e is an axis of L (L. Monteiro, [61]).

Proof. By hypothesis E1) holds , and from E2′) it follows that ∇x =
(∆x ∨ ∇e) ∧ ∇x this is, E3) holds, which is equivalent to E2). Then e is an
axis of L. �

Lemma 1.4.7. If c is a center of a  Lukasiewicz algebra L, then c is an axis
of L.

Proof. By hypothesis ∆c = 0 and ∇c = 1 so ∇x ≤ 1 = ∆x ∨ ∇c. This
proves that c verifies conditions E1) and E2), so c is an axis of L. �
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Lemma 1.4.8. If c is a center of a  Lukasiewicz algebra L then:

x = (∆x ∨ c) ∧∇x = (∇x ∧ c) ∨∆x, for all x ∈ L.

Proof. Follows from Lemma 1.4.7 and Lemma 1.4.5, b). �

It is clear to see that every boolean algebra is a  Lukasiewicz algebra with the
bottom element 0 as its axis.

Lemma 1.4.9. Let L be a  Lukasiewicz algebra that is not a boolean algebra.
If e is an axis of L then, e 6= 0 and e 6= 1.

Proof. If e = 1 then 0 = ∆e = 1 and L is a boolean algebra with a single
element. If e = 0 then by E2): ∇x ≤ ∆x ∨ ∇e = ∆x ∨ 0 = ∆x, this is ∇x = ∆x
for all x ∈ L and therefore ∇x = x for all x ∈ L, so L would be a boolean
algebra. �

Lemma 1.4.10. ∆x = 0 if and only if x ≤∼ x.

Proof. If ∆x = 0, then since x = (∆x∨ ∼ x) ∧∇x, we have that
x =∼ x ∧∇x ≤∼ x.

If x ≤∼ x then ∆x = ∆x ∧ x ≤ ∆x∧ ∼ x = 0. �

1.5. Implications

In these algebras, several implication operations may be defined. Among them
we have:

(1.5.1) a→ b = ∇ ∼ a ∨ b,

(1.5.2) a� b = (a→ b) ∧ (∼ b→∼ a),

(1.5.3) a⇒ b = ∆ ∼ a ∨∆b ∨ (∇ ∼ a ∧∇b) ∨ (∆a ∧ b∧ ∼ b).

These operations are called weak implication, contraposed implication or  Lukasiewicz
implication, and intuitionistic implication [28, 29, 31].

Lemma 1.5.1. a� b =∼ a ∨ b ∨ (∇ ∼ a ∧∇b).

Proof. a� b = (∇ ∼ a ∨ b) ∧ (∇b∨ ∼ a) =
(∇ ∼ a ∧∇b) ∨ (∇ ∼ a∧ ∼ a) ∨ (b ∧∇b) ∨ (b∧ ∼ a) =
(∇ ∼ a ∧∇b)∨ ∼ a ∨ b ∨ (b∧ ∼ a) = (∇ ∼ a ∧∇b)∨ ∼ a ∨ b =
∼ a ∨ b ∨ (∇ ∼ a ∧∇b). �

Lemma 1.5.2. a⇒ b = ∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b). (A. Monteiro [44])

Proof. From (1.5.3) it follows that:
(i) ∆(a⇒ b) = ∆ ∼ a ∨∆b ∨ (∇ ∼ a ∧∇b) ∨ (∆a ∧∆b ∧∆ ∼ b) =
∆ ∼ a ∨∆b ∨ (∇ ∼ a ∧∇b) = ∆(∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b)).
From (1.5.3) we obtain
(ii) ∇(a⇒ b) = ∆ ∼ a ∨∆b ∨ (∇ ∼ a ∧∇b) ∨ (∆a ∧∇b ∧∇ ∼ b) =
∆ ∼ a ∨ [(∆b ∨∆a) ∧ (∆b ∨∇b) ∧ (∆b ∨∇ ∼ b)] ∨ (∇ ∼ a ∧∇b) =
∆ ∼ a ∨ [(∆b ∨∆a) ∧∇b] ∨ (∇ ∼ a ∧∇b) =
∆ ∼ a ∨ (∆b ∧∇b) ∨ (∆a ∧∇b) ∨ (∇ ∼ a ∧∇b) =
∆ ∼ a ∨∆b ∨ (∆a ∧∇b) ∨ (∇ ∼ a ∧∇b) =
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∆ ∼ a ∨∆b ∨ (∇b ∧ (∆a ∨∇ ∼ a)) = ∆ ∼ a ∨∆b ∨∇b = ∆ ∼ a ∨∇b =
∆ ∼ a ∨∇b ∨ (∇ ∼ a ∧∇b) = ∇(∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b)).
Then, by Moisil’s determination principle, from (i) and (ii) the lemma follows.

�

Note that a⇒ b = ∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b) =
(∆ ∼ a ∨ b ∨∇ ∼ a) ∧ (∆ ∼ a ∨ b ∨∇b) = (∇ ∼ a ∨ b) ∧ (∆ ∼ a ∨∇b) =
(a→ b) ∧ (∇a→ ∇b).
From (1.5.1), Lemma 1.5.2, and Lemma 1.5.1 it follows that:

(1.5.4) a⇒ b ≤ a� b ≤ a→ b.

If b = 0 then from (1.5.1) to (1.5.3) we have that a ⇒ 0 = ∆ ∼ a =∼ ∇a,
a� 0 =∼ a and a→ 0 = ∇ ∼ a. Then by (1.5.4) we have that:

(1.5.5) ∼ ∇a ≤∼ a ≤ ∇ ∼ a.

Thus we are led to consider the following operations:

(1.5.6) ¬a = a⇒ 0 =∼ ∇a, (Strong negation),

(1.5.7) ∼ a = a� 0, (Negation),

(1.5.8) ¬a = a→ 0 = ∇ ∼ a, (Weak negation).

This terminology is due to Moisil. We can interpret the elements of a  Luka-
siewicz algebra as a set of propositions, the symbols ∧, ∨ and ∼ representing the
logical connectives and, or, and not, respectively, and ∇ and ∆ representing it is
possible and it is necessary respectively. Moisil indicated the following example
to justify his terminology. Assume that “a” represents the proposition “I write”
then we have:

• ∼ a = I do not write,
• ¬a =∼ ∇a = It is not possible that I write = It is impossible that I write,
• ¬a = ∇ ∼ a = It is possible that I don’t write.

then by (1.5.5) we have:

(1.5.9) ¬a ≤∼ a ≤ ¬a.
therefore ¬ is the strongest negation, ¬the weakest negation, and ∼ an interme-
diate negation between the two preceding ones.

Note that from the following inequality:

(1.5.10) ∆a ≤ a ≤ ∇a,
it follows that

(1.5.11) ¬a =∼ ∇a ≤∼ a ≤∼ ∆a = ∇ ∼ a = ¬a.
Inequality (1.5.10) tells us that ∆a is stronger proposition than a and that a is

a stronger proposition than ∇a, which agrees with the intuitive interpretation. By
(1.5.11) we see that the negation of the stronger proposition becomes the weaker
one and the negation of the weaker proposition becomes the stronger one.
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The tables for →,� and ⇒ for the  Lukasiewicz algebra T indicated in Ex-
ample 1.2.3 are:

→ 0 c 1

0 1 1 1
c 1 1 1
1 0 c 1

� 0 c 1

0 1 1 1
c c 1 1
1 0 c 1

⇒ 0 c 1

0 1 1 1
c 0 1 1
1 0 c 1

 Lukasiewicz studied a propositional calculus having as characteristic matrix
the system (T,∼,�).

Lemma 1.5.3. (a⇒ b) ∨ (∼ b⇒∼ a) = a� b. (Moisil)

Proof. Using Lemma 1.5.2 we have:
(a⇒ b) ∨ (∼ b⇒∼ a) =

∆ ∼ a∨ b∨ (∇ ∼ a∧∇b)∨∆b∨ ∼ a∨ (∇b∧∇ ∼ a) = ∼ a∨ b∨ (∇ ∼ a∧∇b) =
(by Lemma 1.5.1)= a� b.

�

Lemma 1.5.4. (a� b)� b = a ∨ b.
Proof. (a� b)� b =∼ (a� b) ∨ b ∨ (∇ ∼ (a� b) ∧∇b).
Since ∼ (a� b) ∨ b = (a∧ ∼ b ∧ (∆a ∨∆ ∼ b)) ∨ b =
(a∧ ∼ b ∧∆a) ∨ (a∧ ∼ b ∧∆ ∼ b) ∨ b = (∼ b ∧∆a) ∨ (a ∧∆ ∼ b) ∨ b, and
∇ ∼ (a� b) ∧∇b = ∇a ∧∇ ∼ b ∧ (∆a ∨∆ ∼ b) ∧∇b =
(∇a ∧∇ ∼ b ∧∆a ∧∇b) ∨ (∇a ∧∇ ∼ b ∧∆ ∼ b ∧∇b) = ∇ ∼ b ∧∆a ∧∇b,
then:
(a� b)� b = (∼ b ∧∆a) ∨ (a ∧∆ ∼ b) ∨ b ∨ (∇ ∼ b ∧∆a ∧∇b) =
(∆a ∧ (∼ b ∨ (∇ ∼ b ∧∇b)) ∨ (a ∧∆ ∼ b) ∨ b =
(∆a ∧ (∼ b ∨∇ ∼ b) ∧ (∼ b ∨∇b)) ∨ (a ∧∆ ∼ b) ∨ b =
(∆a ∧∇ ∼ b) ∨ (a ∧∆ ∼ b) ∨ b =
((∆a ∨ b) ∧ (∇ ∼ b ∨ b)) ∨ (a ∧∆ ∼ b) = ∆a ∨ b ∨ (a ∧∆ ∼ b). So:
(1) ∆((a� b)� b) = ∆a ∨∆b ∨ (∆a ∧∆ ∼ b) = ∆a ∨∆b = ∆(a ∨ b) and
(2) ∇((a� b)� b) = ∆a ∨∇b ∨ (∇a ∧∆ ∼ b) =
(∆a ∨∇b ∨∇a) ∧ (∆a ∨∇b ∨∆ ∼ b) = (∇b ∨∇a) ∧ (∆a ∨∇b∨ ∼ ∇b) =
(∇a ∨∇b) ∧ 1 = ∇a ∨∇b = ∇(a ∨ b).
From (1) and (2) using Moisil’s determination principle it follows that
(a� b)� b = a ∨ b. �

Corollary 1.5.5. (a� b)� b = (b� a)� a.

Lemma 1.5.6. a→ b = a� (a� b).

Proof. By Lemma 1.5.1

a� (a� b) =∼ a ∨ (a� b) ∨ (∇ ∼ a ∧∇(a� b)),

and using again Lemma 1.5.1,
a� (a� b) =

∼ a∨ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b) ∨ (∇ ∼ a ∧ (∇ ∼ a ∨∇b ∨ (∇ ∼ a ∧∇b))) =

∼ a ∨ b ∨ (∇ ∼ a ∧∇b) ∨∇ ∼ a =∼ a ∨ b ∨∇ ∼ a = ∇ ∼ a ∨ b = a→ b.

�
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This result allows us to go from the contraposed implication to the weak
implication.

We shall present some properties of the weak and contraposed implications
that we will use later.

Lemma 1.5.7. The operation → has the following properties:

ID1) If a ≤ b then a→ b = 1,
ID2) a→ 1 = 1,
ID3) a→ a = 1,
ID4) 1→ a = a,
ID5) a→ (b→ a) = 1,
ID6) If a ≤ b then c→ a ≤ c→ b,
ID7) If a ≤ b then b→ c ≤ a→ c,
ID8) a→ (a ∧ b) = a→ b,
ID9) a→ (b ∧ c) = (a→ b) ∧ (a→ c),

ID10) (a ∧ b)→ c = a→ (b→ c),
ID11) a→ (b→ c) = b→ (a→ c),
ID12) (a ∨ b)→ c = (a→ c) ∧ (b→ c),
ID13) a→ ∆a = 1,
ID14) a ∧ (a→ b) = a ∧ (∼ a ∨ b),
ID15) (a→ (b→ c))→ ((a→ b)→ (a→ c)) = 1,
ID16) a→ (b ∨ c) = (a→ b) ∨ (a→ c).

Proof. ID1) If a ≤ b then by L13), 1 = ∇ ∼ a ∨ a ≤ ∇ ∼ a ∨ b = a→ b.
ID2) Follows from a ≤ 1 and ID1).
ID3) Follows immediately from a ≤ a and ID1).
ID4) 1→ a = ∇ ∼ 1 ∨ a = 0 ∨ a = a.
ID5) Since a ≤ ∇ ∼ b ∨ a = b→ a, then by ID1), ID5) obtains.
ID6) If a ≤ b then c→ a = ∇ ∼ c ∨ a ≤ ∇ ∼ c ∨ b = c→ b.
ID7) If a ≤ b then ∼ b ≤∼ a and therefore ∇ ∼ b ∨ c ≤ ∇ ∼ a ∨ c, this is

b→ c ≤ a→ c.
ID8) a → (a ∧ b) = ∇ ∼ a ∨ (a ∧ b) = (∇ ∼ a ∨ a) ∧ (∇ ∼ a ∨ b) = 1 ∧ (a →

b) = a→ b.
ID9) a → (b ∧ c) = ∇ ∼ a ∨ (b ∧ c) = (∇ ∼ a ∨ b) ∧ (∇ ∼ a ∨ c) = (a →

b) ∧ (a→ c).
ID10) (a ∧ b)→ c = ∇ ∼ (a ∧ b) ∨ c = ∇ ∼ a ∨∇ ∼ b ∨ c = ∇ ∼ a ∨ (b→ c) =

a→ (b→ c).
ID11) a → (b → c) = (by ID10)= (a ∧ b) → c = (b ∧ a) → c = (by ID10)=

b→ (a→ c).
ID12) (a∨ b)→ c = ∇ ∼ (a∨ b)∨ c = (∇ ∼ a∧∇ ∼ b)∨ c = (∇ ∼ a∨ c)∧ (∇ ∼

b ∨ c) = (a→ c) ∧ (b→ c).
ID13) a→ ∆a = ∇ ∼ a ∨∆a =∼ ∆a ∨∆a = 1.
ID14) a∧(a→ b) = a∧(∇ ∼ a∨b) = (a∧∇ ∼ a)∨(a∧b) = (a∧ ∼ a)∨(a∧b) =

a ∧ (∼ a ∨ b).
ID15) (a→ (b→ c))→ ((a→ b)→ (a→ c)) =

∇ ∼ (a→ (b→ c)) ∨ ((a→ b)→ (a→ c)) =
∇ ∼ (∇ ∼ a ∨ (b→ c)) ∨ (∇ ∼ (a→ b) ∨ (a→ c)) =
(∆a ∧∇ ∼ (∇ ∼ b ∨ c)) ∨ (∆a ∧∇ ∼ b) ∨∇ ∼ a ∨ c =
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(∆a ∧∆b ∧∇ ∼ c) ∨ (∆a ∧∇ ∼ b) ∨∇ ∼ a ∨ c =
(∆a ∧ ((∆b ∧∇ ∼ c) ∨∇ ∼ b)) ∨∇ ∼ a ∨ c =
(∆a ∧ ((∆b ∨∇ ∼ b) ∧ (∇ ∼ c ∨∇ ∼ b)) ∨∇ ∼ a ∨ c =
(∆a ∧ (∇ ∼ c ∨∇ ∼ b)) ∨∇ ∼ a ∨ c =
(∆a ∨∇ ∼ a ∨ c) ∧ (∇ ∼ c ∨∇ ∼ b ∨∇ ∼ a ∨ c) = 1 ∧ 1 = 1.

ID16) a→ (b∨ c) = ∇ ∼ a∨ b∨ c = ∇ ∼ a∨ b∨∇ ∼ a∨ c = (a→ b)∨ (a→ c).
�

Lemma 1.5.8. The operation � has the following properties:

IC1) If a ≤ b then a� b = 1,
IC2) a� 1 = 1,
IC3) a� a = 1,
IC4) 1� a = a,
IC5) a� (b� a) = 1,
IC6) If a ≤ b then c� a ≤ c� b,
IC7) If a ≤ b then b� c ≤ a� c,
IC8) a� (a ∧ b) = a� b,
IC9) a� (b ∧ c) = (a� b) ∧ (a� c),

IC10) (a� b)� ((b� c)� (a� c)) = 1,
IC11) ∆(a� b)� (∇a� ∇b) = 1,
IC12) If a� b = 1 then a ≤ b,
IC13) a = b if and only if a� b = 1 and b� a = 1,
IC14) a� c ≤ (a ∨ b)� (c ∨ b),
IC15) ∼ a� a = ∇a,
IC16) ∼ a�∼ b = b� a.

Proof. IC1) If (1) a ≤ b then (2) ∼ b ≤∼ a. From (1) it follows by ID1)
that a → b = 1 and from (2) it follows by ID1) that ∼ b →∼ a = 1.
Then:

a� b = (a→ b) ∧ (∼ b→∼ a) = 1 ∧ 1 = 1.
IC2) Is an immediate consequence of a ≤ 1 and IC1).
IC3) Is an immediate consequence of a ≤ a and IC1).
IC4) 1� a = (1→ a)∧ (∼ a→∼ 1) = (by ID4) = a∧ (∇a∨0) = a∧∇a = a.
IC5) b � a = (∇ ∼ b ∨ a) ∧ (∇a∨ ∼ b) ≥ a ∧ ∇a = a, then by IC1, IC5

follows.
IC6) If (1) a ≤ b then (2) ∼ b ≤∼ a. From (1) it follows by ID6 that (3) c→

a ≤ c→ b and from (2) it follows by ID7 that (4) ∼ a→∼ c ≤∼ b→∼ c.
From (3) and (4):

(c→ a) ∧ (∼ a→∼ c) ≤ (c→ b) ∧ (∼ b→∼ c)

this is c� a ≤ c� b.
IC7) If (1) a ≤ b then (2) ∼ b ≤∼ a. From (1) it follows by ID7) that (3) b→

c ≤ a→ c and from (2) it follows by ID6 that (4) ∼ c→∼ b ≤∼ c→∼ a.
From (3) and (4):

(b→ c) ∧ (∼ c→∼ b) ≤ (a→ c) ∧ (∼ c→∼ a)

this is b� c ≤ a� c.
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IC8) a� (a ∧ b) = (a→ (a ∧ b)) ∧ (∼ (a ∧ b)→∼ a) = (by ID8))=
(a→ b) ∧ ((∼ a∨ ∼ b)→∼ a) = (by ID12))=
(a→ b) ∧ (∼ a→∼ a) ∧ (∼ b→∼ a) = (by ID3)) =
(a→ b) ∧ 1 ∧ (∼ b→∼ a) = (a→ b) ∧ (∼ b→∼ a) = a� b.

IC9) a� (b ∧ c) = (a→ (b ∧ c)) ∧ (∼ (b ∧ c)→∼ a) =
(∇ ∼ a ∨ (b ∧ c)) ∧ ((∇b ∧∇c)∨ ∼ a) =
(∇ ∼ a ∨ b) ∧ (∇ ∼ a ∨ c) ∧ (∇b∨ ∼ a) ∧ (∇c∨ ∼ a) =
(∇ ∼ a ∨ b) ∧ (∇b∨ ∼ a) ∧ (∇ ∼ a ∨ c) ∧ (∇c∨ ∼ a) =
(a� b) ∧ (a� c).

IC10) Since x� y =∼ x ∨ y ∨ (∇ ∼ x ∧∇y) then:

(1) ∇(x� y) = ∇ ∼ x ∨∇y ∨ (∇ ∼ x ∧∇y) = ∇ ∼ x ∨∇y,
and

(2) ∆(x� y) = ∆ ∼ x ∨∆y ∨ (∇ ∼ x ∧∇y) =

(∇ ∼ x ∨∆y) ∧ (∆ ∼ x ∨∇y).

Since

∼ (x� y) = x∧ ∼ y ∧ (∆x ∨∆ ∼ y),

then

(3) ∇ ∼ (x� y) = ∇x ∧∇ ∼ y ∧ (∆x ∨∆ ∼ y) =

(∆x ∧∇ ∼ y) ∨ (∇x ∧∆ ∼ y),

and

(4) ∆ ∼ (x� y) = ∆x ∧∆ ∼ y ∧ (∆x ∨∆ ∼ y) = ∆x ∧∆ ∼ y.

Let α = a� b and β = (b� c)� (a� c), then by (1)

(5) ∇β = ∇ ∼ (b� c) ∨∇(a� c).

So by (3) and (1)
∇β = (∇b ∧∇ ∼ c ∧ (∆b ∨∆ ∼ c)) ∨∇ ∼ a ∨∇c =
(∇ ∼ a∨∇c∨∇b)∧(∇ ∼ a∨∇c∨∇ ∼ c)∧(∇ ∼ a∨∇c∨∆b∨∆ ∼ c) =
(∇ ∼ a ∨∇c ∨∇b) ∧ 1 ∧ 1 = ∇ ∼ a ∨∇c ∨∇b.
By (1) ∇α = ∇(a� b) = ∇ ∼ a ∨∇b, then

(6) ∇α ≤ ∇β.
By (2)

∆β = (∇ ∼ (b� c) ∨∆(a� c)) ∧ (∆ ∼ (b� c) ∨∇(a� c))

Let γ = ∇ ∼ (b� c)∨∆(a� c) = and δ = ∆ ∼ (b� c)∨∇(a� c),
so that ∆β = γ ∧ δ. By (3) and (1),

γ = (∆b ∧∇ ∼ c) ∨ (∇b ∧∆ ∼ c) ∨∆ ∼ a ∨∆c ∨ (∇ ∼ a ∧∇c).
By (4) and (1),

δ = ∆ ∼ (b� c) ∨∇(a� c) = (∆b ∧∆ ∼ c) ∨∇ ∼ a ∨∇c =

(∆b ∨∇ ∼ a ∨∇c) ∧ (∆ ∼ c ∨∇ ∼ a ∨∇c) = ∇ ∼ a ∨∆b ∨∇c.
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By (2)

∆α = ∆(a� b) = (∇ ∼ a ∨∆b) ∧ (∆ ∼ a ∨∇b) ≤ ∇ ∼ a ∨∆b ≤
∇ ∼ a ∨∆b ∨∇c = δ,

and also by Lemma 1.5.1

∆α = ∆ ∼ a ∨∆b ∨ (∇ ∼ a ∧∇b) =

∆ ∼ a ∨ (∆b ∧ (∇ ∼ c ∨∆c)) ∨ (∇ ∼ a ∧∇b) =

∆ ∼ a ∨ (∆b ∧∇ ∼ c) ∨ (∆b ∧ ∆c) ∨ (∇ ∼ a ∧∇b) ≤
∆ ∼ a ∨ (∆b ∧∇ ∼ c) ∨ (∆b ∧ ∆c) ∨∆c ∨ (∇ ∼ a ∧∇b) =

∆ ∼ a ∨ (∆b ∧∇ ∼ c) ∨∆c ∨ (∇ ∼ a ∧∇b) =

∆ ∼ a ∨ (∆b ∧∇ ∼ c) ∨∆c ∨ (∇ ∼ a ∧∇b ∧∇c) ∨ (∇ ∼ a ∧∇b ∧∆ ∼ c) ≤
∆ ∼ a ∨ (∆b ∧∇ ∼ c) ∨∆c ∨ (∇ ∼ a ∧∇c) ∨ (∇b ∧∆ ∼ c) = γ,

so
(7) ∆α ≤ γ ∧ δ = ∆β.

From (6) and (7) it follows by Moisil’s determination principle that
α ∧ β = α this is α ≤ β, so by IC2) we have that α� β = 1.

IC11) ∆(a� b) = ∆ ∼ a ∨∆b ∨ (∇ ∼ a ∧∇b), so
(1) ∼ ∆(a� b) = ∇a ∧∇ ∼ b ∧ (∆a ∨∆ ∼ b). We also have
(2) ∇a� ∇b = ∆ ∼ a ∨∇b ∨ (∆ ∼ a ∧∇b) = ∆ ∼ a ∨∇b.
Therefore (3) ∇ ∼ ∆(a� b) =∼ ∆(a� b) and
(4) ∇(∇a � ∇b) = ∇a � ∇b. Then by (1), (2), (3) and (4) we

have:
∆(a� b)� (∇a� ∇b) =
∼ ∆(a� b) ∨ (∇a� ∇b) ∨ (∇ ∼ ∆(a� b) ∧∇(∇a� ∇b)) =
∼ ∆(a� b) ∨ (∇a� ∇b) ∨ (∼ ∆(a� b) ∧ (∇a� ∇b)) =
∼ ∆(a� b) ∨ (∇a� ∇b) =
(∇a ∧∇ ∼ b ∧ (∆a ∨∆ ∼ b)) ∨ (∆ ∼ a ∨∇b) =
(∇a ∧∇ ∼ b ∧∆a) ∨ (∇a ∧∇ ∼ b ∧∆ ∼ b) ∨∆ ∼ a ∨∇b =
(∇ ∼ b ∧∆a) ∨ (∇a ∧∆ ∼ b) ∨∆ ∼ a ∨∇b =
(∇ ∼ b ∧∆a) ∨ (∇a ∧∆ ∼ b)∨ ∼ (∇a ∧∆ ∼ b) =
(∇ ∼ b ∧∆a) ∨ 1 = 1

IC12) If a � b = 1, then by Lemma 1.5.4, a ∨ b = (a � b) � b = 1 � b =
(by IC4)) = b, so a ≤ b.

IC13) If a = b then by IC3) we have that a � b = a � a = 1 and b � a =
b� b = 1. Assume that a� b = 1 and b� a = 1, so by IC12) a ≤ b
and b ≤ a, therefore a = b.

IC14) (a ∨ b)� (c ∨ b) =∼ (a ∨ b) ∨ c ∨ b ∨ (∇ ∼ (a ∨ b) ∧∇(c ∨ b)) =
∼ (a ∨ b) ∨ c ∨ b ∨ (∇ ∼ a ∧∇ ∼ b ∧∇(c ∨ b)) =
∼ (a ∨ b) ∨ c ∨ b ∨ (∇ ∼ a ∧∇ ∼ b ∧∇c) ∨ (∇ ∼ a ∧∇ ∼ b ∧∇b) =

∼ (a∨b)∨c∨((∇ ∼ a∧∇c)∨b)∧(b∨∇ ∼ b))∨((∇ ∼ a∧∇b)∨b))∧(b∨∇ ∼ b)) =
∼ (a ∨ b) ∨ c ∨ (∇ ∼ a ∧∇c) ∨ (∇ ∼ a ∧∇b) ∨ b =
(∼ a∧ ∼ b) ∨ (∇ ∼ a ∧∇b) ∨ c ∨ b ∨ (∇ ∼ a ∧∇c) =

((∼ a∨∇ ∼ a)∧(∼ a∨∇b)∧(∼ b∨∇ ∼ a)∧(∼ b∨∇b))∨c∨b∨(∇ ∼ a∧∇c) =
(∇ ∼ a ∧ (∼ a ∨∇b) ∧ (∼ b ∨∇ ∼ a)) ∨ c ∨ b ∨ (∇ ∼ a ∧∇c) =
(∇ ∼ a ∧ (∼ a ∨∇b)) ∨ c ∨ b ∨ (∇ ∼ a ∧∇c) =
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∼ a ∨ (∇ ∼ a ∧∇b) ∨ c ∨ b ∨ (∇ ∼ a ∧∇c) ≥
∼ a ∨ c ∨ (∇ ∼ a ∧∇c) = a� c.

IC15) ∼ a� a = a ∨ a ∨ (∇a ∧∇a) = a ∨∇a = ∇a.
IC16) ∼ a�∼ b = (∼ a→∼ b) ∧ (b→ a) = b� a.

�

Note that from the formulas:

• a ∨ b = (a� b)� b,
• a ∧ b =∼ (∼ a∨ ∼ b),
• ∇a =∼ a� a,
• a� a = 1,

it follows that in a  Lukasiewicz algebra, from the operations � and ∼, the
constant 1, and the operations ∨,∧, and ∇ can be determined, so it is possible
to define a  Lukasiewicz algebra as a system formed by a non-empty set A, a
unary operation ∼ and a binary operation �, as long as these two connectives
fulfill certain conditions. At the moment this course was taught, this was an open
problem.

• In 1984 A. Figallo and J. Tolosa [19] characterized the  Lukasiewicz al-
gebras as a system (L, 1,→,∧,¬), using Moisil’s representation Theorem
(see section 3.5).
• Also in 1984 M. Abad and A. Figallo [1], gave a different proof of the

same result.
• In 1992, A. Figallo and A. Ziliani charactered  Lukasiewicz’s three val-

ued propositional calculus in terms of →,∧,¬, modus ponens and the
substitution law. This was published in 1992, [20].

These three problems were posed by Professor A. Monteiro during the courses
and seminars about  Lukasiewicz algebras.

• In 1986 D. Dı́az and A. Figallo [17] characterized  Lukasiewicz algebras
as systems (L, 1, ¬,�).

1.6. Heyting algebras

Definition 1.6.1. A Heyting algebra is a lattice H with bottom element 0
and top element 1, in which for each pair (a, b) of elements in H there exists an
element c ∈ H such that:

HA1) a ∧ c ≤ b,
HA2) If a ∧ x ≤ b then x ≤ c.
See, for instance, [46] and [73].

We shall denote the element c with c = a⇒ b and say that c is the intuitionistic
implication of a and b.

In 1963 Gr. Moisil [29] proved the following result:

Theorem 1.6.2. Every  Lukasiewicz algebra is a Heyting algebra.
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Proof. This proof is due to A. Monteiro. Moisil defines the intuitionistic
implication by

a⇒ b = ∆ ∼ a ∨∆b ∨ (∇ ∼ a ∧∇b) ∨ (∆a ∧ b∧ ∼ b).

But we saw in Lemma 1.5.2 that

a⇒ b = ∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b).
HA1) a ∧ (a⇒ b) ≤ b.

Indeed,
a ∧ (a⇒ b) = a ∧ (∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b)) =

(a ∧∆ ∼ a) ∨ (a ∧ b) ∨ (a ∧∇ ∼ a ∧∇b)
and since a ∧∆ ∼ a = 0 we have that

(1) a ∧ (a⇒ b) = (a ∧ b) ∨ (a ∧∇ ∼ a ∧∇b).
By Moisil’s determination principle, to prove HA1) is equivalent to prove that

(2) ∇(a ∧ (a⇒ b)) ≤ ∇b and (3) ∆(a ∧ (a⇒ b)) ≤ ∆b.
From (1) it follows that

∇(a ∧ (a⇒ b)) = ∇((a ∧ b) ∨ (a ∧∇ ∼ a ∧∇b)) =

(∇a ∧∇b) ∨ (∇a ∧∇ ∼ a ∧∇b) = ∇a ∧∇b ≤ ∇b.
Also from (1) we deduce

∆(a ∧ (a⇒ b)) = ∆((a ∧ b) ∨ (a ∧∇ ∼ a ∧∇b)) =

(∆a ∧∆b) ∨ (∆a ∧∇ ∼ a ∧∇b) = ∆a ∧∆b ≤ ∆b.

Let us prove now that:
HA2) If (4) a ∧ x ≤ b then (5) x ≤ a⇒ b.
It follows from (4) that

(6) ∇a ∧∇x = ∇(a ∧ x) ≤ ∇b,
and

(7) ∆a ∧∆x = ∆(a ∧ x) ≤ ∆b

and to prove (5) is equivalent, by Moisil’s determination principle, to prove that

(8) ∇x ≤ ∇(a⇒ b)

and
(9) ∆x ≤ ∆(a⇒ b).

But
∇(a⇒ b) = ∇(∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b)) =

∆ ∼ a ∨∇b ∨ (∇ ∼ a ∧∇b) = ∆ ∼ a ∨∇b.
and

∆(a⇒ b) = ∆(∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b)) = ∆ ∼ a ∨∆b ∨ (∇ ∼ a ∧∇b)) =

(∆ ∼ a ∨∆b ∨∇ ∼ a) ∧ (∆ ∼ a ∨∆b ∨∇b) =

(∇ ∼ a ∨∆b) ∧ (∆ ∼ a ∨∇b).
Therefore conditions (8) and (9) can be written as

(10) ∇x ≤ ∆ ∼ a ∨∇b,
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(11) ∆x ≤ (∇ ∼ a ∨∆b) ∧ (∆ ∼ a ∨∇b).
To prove this last condition is equivalent to proving

(12) ∆x ≤ ∇ ∼ a ∨∆b,

and

(13) ∆x ≤ ∆ ∼ a ∨∇b.
We shall prove that (10), (12), and (13) are deduced from (6) and (7).
From (6) it follows that

∼ ∇a ∨ (∇a ∧∇x) ≤∼ ∇a ∨∇b

this is

∼ ∇a ∨∇x = (∼ ∇a ∨∇a) ∧ (∼ ∇a ∨∇x) ≤∼ ∇a ∨∇b = ∆ ∼ a ∨∇b

and therefore

(14) ∼ ∇a ∨∇x ≤ ∆ ∼ a ∨∇b.
Then, since

(15) ∆x ≤ ∇x ≤∼ ∇a ∨∇x
from (14) and (15) it follows that

∆x ≤ ∆ ∼ a ∨∇b and ∇x ≤ ∆ ∼ a ∨∇b which proves (13) and (10).
From (7) it follows that

∼ ∆a ∨ (∆a ∧∆x) ≤∼ ∆a ∨∆b = ∇ ∼ a ∨∆b

then

∆x ≤∼ ∆a ∨∆x ≤ ∇ ∼ a ∨∆b,

which proves (12). �

We saw in the previous section that the intuitionistic negation of an element
x of a  Lukasiewicz algebra is

¬x = x⇒ 0 = ∆ ∼ x =∼ ∇x

and therefore

¬¬x =∼ ∇(¬x) =∼ ∇(∼ ∇x) = ∆∇x = ∇x.

Therefore the operator ∇ can be obtained from the intuitionistic implication.
In every  Lukasiewicz algebra ∇(x ∧ y) = ∇x ∧∇y holds so

(1.6.1) ¬¬(x ∧ y) = ¬¬x ∧ ¬¬y

which is a valid formula in every Heyting algebra.
Since in every  Lukasiewicz algebra ∇(x ∨ y) = ∇x ∨∇y holds, then

(1.6.2) ¬¬(x ∨ y) = ¬¬x ∨ ¬¬y

but this formula is not valid in every Heyting algebra. Indeed:
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Example 1.6.3. Let H be the Heyting algebra H indicated in the next figure,
[46]. Then ¬¬(a∨ b) = ¬¬d = ¬0 = 1 y ¬¬a∨¬¬b = ¬b∨¬c = c∨ b = f , which
proves that (1.6.2) does not hold in every Heyting algebra.

e
e

e
e

e
e

e
e

1

f g

c d

a b

0
�
��

�
��

�
��

�
��

�
��

@
@@

@
@@

@
@@

@
@@

@
@@

H ⇒ 0 a b c d f g 1

0 1 1 1 1 1 1 1 1
a b 1 b 1 1 1 1 1
b c c 1 c 1 1 1 1
c b g b 1 g 1 g 1
d 0 c b c 1 1 1 1
f 0 a b c g 1 g 1
g 0 c b c f f 1 1
1 0 a b c d f g 1

Therefore  Lukasiewicz algebras are particular Heyting algebras.

Definition 1.6.4. A Heyting algebra is said to be three valued if

T) (((a⇒ c)⇒ b)⇒ (((b⇒ a)⇒ b)⇒ b) = 1

holds.

Lemma 1.6.5. In a Heyting algebra the condition T) is equivalent to each of
the following conditions: (L. Monteiro, [55], [60])

T1) (¬a⇒ b)⇒ (((b⇒ a)⇒ b)⇒ b) = 1,
T2) ((b⇒ a)⇒ b)⇒ ((¬a⇒ b)⇒ b) = 1,
T3) b = (¬a⇒ b) ∧ ((b⇒ a)⇒ b),
T4) b = ((a⇒ c)⇒ b) ∧ ((b⇒ a)⇒ b).

The next result was obtained by L. Monteiro in 1963, and presented that same
year in the seminar conducted by A. Monteiro [37], but only published in 1970,
[59].

Theorem 1.6.6. Every  Lukasiewicz algebra is a three valued Heyting algebra.

Proof. Since ¬a⇒ b = ∆ ∼ a⇒ b = ∇a ∨ b ∨ (∇a ∧∇b) = ∇a ∨ b
and

(b⇒ a)⇒ b = (∆ ∼ b ∨ a ∨ (∇ ∼ b ∧∇a))⇒ b =

∆ ∼ (∆ ∼ b ∨ a ∨ (∇ ∼ b ∧∇a)) ∨ b ∨ (∇ ∼ (∆ ∼ b ∨ a ∨ (∇ ∼ b ∧∇a)) ∧∇b) =

(∇b ∧∆ ∼ a ∧ (∆b ∨∆ ∼ a)) ∨ b ∨ (∇b ∧∇ ∼ a ∧ (∆b ∨∆ ∼ a) ∧∇b) =

(∇b ∧∆ ∼ a) ∨ b ∨ (∇b ∧∇ ∼ a ∧ (∆b ∨∆ ∼ a)) =

(∇b ∧∆ ∼ a) ∨ b ∨ (∇b ∧∇ ∼ a ∧∆b) ∨ (∇b ∧∇ ∼ a ∧∆ ∼ a) =

(∇b ∧∆ ∼ a) ∨ b ∨ (∆b ∧∇ ∼ a) ∨ (∇b ∧∆ ∼ a) =

(∇b ∧∆ ∼ a) ∨ b ∨ (∆b ∧∇ ∼ a) =

and since ∆b ∧∇ ∼ a ≤ ∆b ≤ b we have that

(b⇒ a)⇒ b = (∇b ∧∆ ∼ a) ∨ b,
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then
(¬a⇒ b) ∧ ((b⇒ a)⇒ b) = (∇a ∨ b) ∧ ((∇b ∧∆ ∼ a) ∨ b) =

(∇a ∧∇b ∧∆ ∼ a) ∨ b = (∇a∧ ∼ ∇a ∧∇b) ∨ b = 0 ∨ b = b,

which proves that T3) holds. �

Consider the  Lukasiewicz algebra from Example 1.3.1, namely:
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x ∼ x ∇x
0 1 0
a d a
b e 1
d a d
e b d
1 0 1

⇒ 0 a b d e 1

0 1 1 1 1 1 1
a d 1 1 d d 1
b 0 a 1 d d 1
d a a b 1 b 1
e a a 1 1 1 1
1 0 a b d e 1

The subset L′ = {0, b, 1} is closed with respect to the operations ∧,∨,⇒
,¬, but not with respect to ∼, therefore in general, the operation ∼ cannot be
expressed in terms of the operations ∧,∨,⇒, and ¬. This example was pointed
out by A. Monteiro in his 1963 seminar. During the same, he posed the problem of
characterizing the  Lukasiewicz algebras by means of the connectives ∧,∨,⇒,∼ .
This problem was solved that same year by L. Monteiro, who used the theory
of prime filters. Then Professor A. Monteiro (see [45]), posed the problem of
obtaining the same result in a purely algebraic way and L. Monteiro obtained the
following result in 1969, [59].

Theorem 1.6.7. If in a system (L, 1,∼,∨,∧,⇒) verifying the axioms:

1) x⇒ x = 1,
2) (x⇒ y) ∧ y = y,
3) x⇒ (y ∧ z) = (x⇒ y) ∧ (x⇒ z),
4) x ∧ (x⇒ y) = x ∧ y,
5) (x ∨ y)⇒ z = (x⇒ z) ∧ (y ⇒ z),
6) (((x⇒ z)⇒ y)⇒ (((y ⇒ x)⇒ y)⇒ y) = 1,
7) ∼∼ x = x,
8) ∼ (x ∧ y) =∼ x∨ ∼ y,
9) (x∧ ∼ x) ∧ (y∨ ∼ y) = x∧ ∼ x,

we define D) ∇x =∼ x ⇒ x, then the system (L, 1,∼,∇,∨,∧) is a  Lukasiewicz
algebra and furthermore

a⇒ b = ∆ ∼ a ∨ b ∨ (∇ ∼ a ∧∇b).

Since all  Lukasiewicz algebras are Heyting algebras, (see for instance H. Ra-
siowa and R. Sikorski [73], p. 55), we can claim that

Theorem 1.6.8. If in a  Lukasiewicz algebra L there exists
∨
i∈I
yi, then there

exists
∨
i∈I

(x ∧ yi) and

(D) x ∧
∨
i∈I

yi =
∨
i∈I

(x ∧ yi).
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We shall present a proof of (D) that does not require knowledge of the theory
of Heyting algebras was indicated by L. Monteiro, [62].

Let y =
∨
i∈I
yi, then from yi ≤ y for all i ∈ I it follows that

S1) x ∧ yi ≤ x ∧ y for all i ∈ I.

Let us show that:

S2) If t verifies (1) x ∧ yi ≤ t for all i ∈ I, then x ∧ y ≤ t.

For this will be enough, using Moisil’s determination principle, that

∆(x ∧ y) ≤ ∆t y ∇(x ∧ y) ≤ ∇t.

this is that

(2) ∆x ∧∆y ≤ ∆t

and

(3) ∇x ∧∇y ≤ ∇t.

From (1) it follows that ∇ ∼ x∨yi = ∇ ∼ x∨(x∧yi) ≤ ∇ ∼ x∨t, for all i ∈ I.
Then yi ≤ ∇ ∼ x ∨ yi ≤ ∇ ∼ x ∨ t for all i ∈ I and in consequence

y =
∨
i∈I

yi ≤ ∇ ∼ x ∨ t.

Therefore

∆x ∧ y ≤ ∆x ∧ (∇ ∼ x ∨ t) = ∆x ∧ t ≤ t,

then ∆x ∧∆y = ∆(∆x ∧ y) ≤ ∆t, which proves (2).
From the assumption (1) it follows that

∇x ∧∇yi ≤ ∇t, for all i ∈ I,

so

∼ ∇x ∨∇yi =∼ ∇x ∨ (∇x ∧∇yi) ≤∼ ∇x ∨∇t, for all i ∈ I

and therefore

yi ≤ ∇yi ≤∼ ∇x ∨∇yi ≤∼ ∇x ∨∇t, for all i ∈ I,

so y =
∨
i∈I
yi ≤∼ ∇x∨∇t and therefore∇x∧y ≤ ∇x∧(∼ ∇x∨∇t) = ∇x∧∇t ≤ ∇t

thus ∇x ∧∇y = ∇(∇x ∧ y) ≤ ∇t, which proves (3).
From S1) and S2) it follows:∨

i∈I

(x ∧ yi) = x ∧
∨
i∈I

yi.
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1.7. Moisil’s definition

As we mentioned before, the concept of  Lukasiewicz algebra was introduced by
Gr. Moisil in his 1940 [25], and 1941 [27] articles, and gave a simplified definition
in 1960 [30] which we present next.

Definition 1.7.1. A three-valued  Lukasiewicz algebra is a system (L, 1,∼
,∇,∨,∧) composed by 1) a non-empty set L; 2) an element 1 ∈ L; 3) two unary
operations ∼ and ∇ defined over L; 4) two binary operations ∨ and ∧, defined
over L such that the following conditions are satisfied:

I) (L, 0, 1,∧,∨) is a bounded distributive lattice, this is
M0) 0 ∧ x = 0, for all x ∈ L,
M1) 1 ∨ x = 1, for all x ∈ L,
M2) x ∧ (x ∨ y) = x, for all x, y ∈ L,
M3) x ∧ (y ∨ z) = (z ∧ x) ∨ (y ∧ x), for all x, y, z ∈ L,

II) Furthermore
M4) ∼ (x ∨ y) =∼ x∧ ∼ y, for all x, y ∈ L,
M5) ∼ (x ∧ y) =∼ x∨ ∼ y, for all x, y ∈ L,
M6) ∼∼ x = x, for all x ∈ L,
M7) ∇(x ∧ y) = ∇x ∧∇y, for all x, y ∈ L.
M8) ∇(x ∨ y) = ∇x ∨∇y, for all x, y ∈ L.
M9) x ∧∇x = x, for all x ∈ L.

M10) ∇∇x = ∇x, for all x ∈ L.
M11) ∼ ∇ ∼ ∇x = ∇x, for all x ∈ L.
M12) ∼ x ∧ x =∼ x ∧∇x, for all x ∈ L,
M13) ∼ ∇ ∼ x ∨ (∇x ∧∇ ∼ x)∨ ∼ ∇x = 1, for all x ∈ L.

In section 1.1 we proved that if we adopt definition 1.1.1 then all the axioms
from M0) to M13) are verified. To prove the equivalence of the two definitions,
since axioms L1) to L5) and L7), L8) appear in Moisil’s definition, it will be
enough to show that axiom L6) is verified, this is that ∼ x ∨ ∇x = 1. From M4)
if follows immediately that:

(1) If x ≤ y then ∼ y ≤∼ x.

Let us prove that

(2) ∼ ∇ ∼ x ≤ x.

Indeed, by M9) we have that y ≤ ∇y for all y ∈ L, then ∼ x ≤ ∇ ∼ x so by
(1) and M6): ∼ ∇ ∼ x ≤∼∼ x = x.

By (2) and M9) it follows that

(3) ∼ ∇ ∼ x ≤ x ≤ ∇x.

Considering (3), from M13) it follows that

∇x ∨ (∇x ∧∇ ∼ x)∨ ∼ ∇x = 1,

so

(4) ∇x∨ ∼ ∇x = 1.
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From (2) and M13) we deduce

x ∨ (∇x ∧∇ ∼ x)∨ ∼ ∇x = 1

this is
(x∨ ∼ ∇x ∨∇x) ∧ (x∨ ∼ ∇x ∨∇ ∼ x) = 1

so by (4)
(5) x∨ ∼ ∇x ∨∇ ∼ x = 1.

Replacing x by ∼ x in (3) we have that ∼ ∇x ≤ ∇ ∼ x and therefore we have
finally that ∼ x ∨ ∇x = 1, which concludes the proof of the equivalence of the
two definitions.

1.8. New examples

Let us recall the following definition: A pair (B, ∃) formed by a boolean algebra
B and a unary operator ∃, called an existential quantifier, defined over B is said
to be a monadic boolean algebra P. R. Halmos [21, 22], A. and L. Monteiro, [50]
if the following hold:

EQ0) ∃0 = 0,
EQ1) x ∧ ∃x = x,
EQ2) ∃(x ∧ ∃y) = ∃x ∧ ∃y.

It is well known that in every monadic boolean algebra the following identities
hold:

EQ3) ∃1 = 1,
EQ4) ∃∃x = ∃x,
EQ5) If x ≤ y then ∃x ≤ ∃y.

The discrete existential quantifier on a boolean algebra is given by ∃x = x for
every x ∈ B. The simple existential quantifier is given by ∃x = 1 for every x 6= 0
and ∃0 = 0.

In a monadic boolean algebra we denominate universal quantifier the operator
defined by ∀x = −∃ − x, where −x is the boolean complement of x.

The problem is posed of determining whether there exist  Lukasiewicz algebras
whose elements are subsets of a given set.

Example 1.8.1. Let I be a non-empty set and ϕ an involution on I, this is a
function from I to I such that ϕ(ϕ(x)) = x for all x ∈ I. Clearly ϕ is a bijection
with ϕ−1 = ϕ. We know that (P(I), I, {,∩,∪) is a boolean algebra.

We define an operator ∇∇ over P(I) as follows:

St1) ∇∇∅ = ∅,
St2) If i ∈ I then ∇∇{i} = {i, ϕ(i)},
St3) If X ∈ P(I), X 6= ∅ then ∇∇X =

⋃
i∈X
∇∇{i}.

Note that ∇∇{i} = ∇∇{ϕ(i)} and that if X ∈ P(I) then

∇∇X =
⋃
i∈X

{i, ϕ(i)} =
⋃
i∈X

{i} ∪
⋃
i∈X

{ϕ(i)} = X ∪ ϕ(X).

The operator ∇∇ has the following properties:
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St4) X ⊆ ∇∇X, for all X ∈ P(I).

∇∇X = X ∪ ϕ(X) ⊇ X.

St5) ∇∇(X ∩∇∇Y ) = ∇∇X ∩∇∇Y , for all X, Y ∈ P(I).

∇∇(X ∩ ∇∇Y ) = (X ∩ ∇∇Y ) ∪ ϕ(X ∩ ∇∇Y ) = (X ∩ ∇∇Y ) ∪ ϕ(X ∩ (Y ∪
ϕ(Y )) =

(X ∩ ∇∇Y ) ∪ (ϕ(X) ∩ (ϕ(Y ) ∪ Y )) = (X ∩ ∇∇Y ) ∪ (ϕ(X) ∩ ∇∇Y ) =
(X ∪ ϕ(X)) ∩∇∇Y =
∇∇X ∩∇∇Y .

From St1), St4) and St5) it follows that (P(I),∇∇) is a monadic boolean alge-
bra.

For each X ∈ P(I) = 2I we put ∼ X = {ϕ(X). Since ϕ is a bijection on E,
then:

St6) ϕ({X) = {ϕ(X), for all X ∈ 2I .
St7) ϕ(X ∩ Y ) = ϕ(X) ∩ ϕ(Y ), for all X, Y ∈ 2I .
St8) ϕ(X ∪ Y ) = ϕ(X) ∪ ϕ(Y ), for all X, Y ∈ 2I .

Then, (see for instance [7], [51]), it is well known that:

St9) ∼∼ X = X, for all X ∈ 2I .
St10) ∼ (X ∩ Y ) =∼ X∪ ∼ Y , for all X, Y ∈ 2I .
St11) ∼ I = ∅.

Therefore the system (2I ,∩,∪,∼, I) is a De Morgan algebra.

We shall prove next that the operator ∇∇ also verifies axioms L6) and L7).
L6) ∼ X ∪∇∇X = I, for all X ∈ P(I).

Indeed ∇∇X =
⋃
i∈X
∇∇{i} =

⋃
i∈X

({i}∪{ϕ(i)}) =
⋃
i∈X
{i}∪

⋃
i∈X
{ϕ(i)} = X ∪ϕ(X).

Then ∼ X ∪∇∇X = {ϕ(X) ∪X ∪ ϕ(X) = I.

L7) X∩ ∼ X =∼ X ∩∇∇X, for all X ∈ P(I).

∼ X ∩ ∇∇X = {ϕ(X) ∩ (X ∪ ϕ(X)) = ({ϕ(X) ∩ X) ∪ ({ϕ(X) ∩ ϕ(X)) =
({ϕ(X) ∩X) ∪ ∅ = {ϕ(X) ∩X =∼ X ∩X.

For the system (P(I), I,∼,∇∇,∩,∪) to be a  Lukasiewicz algebra it is necessary
and sufficient that :

L8) ∇∇(X ∩ Y ) = ∇∇X ∩∇∇Y , for all X, Y ∈ P(I).

We show now that L8) holds if and only if ϕ(i) = i for all i ∈ I, and therefore
∼ X = {X and ∇∇X = X ∪ ϕ(X) = X for all X ∈ P(I), so in fact (P(I),∇∇) is
a monadic boolean algebra with the discrete quantifier.

Assume that there exists i ∈ I such that j = ϕ(i) 6= i. Then ∇∇({i} ∩ {j}) =
∇∇∅ = ∅, ∇∇{i} = {i} ∪ {ϕ(i)} = {i} ∪ {j} = {i, j} and ∇∇{j} = {j} ∪ {ϕ(j)} =
{j} ∪ {i} = {i, j}. Then ∇∇{i} ∩ ∇∇{j} = {i, j} 6= ∅ and therefore L8) does not
hold. Assume now that ϕ(i) = i for all i ∈ I then it clear that L8) holds.

Therefore the system (P(I), I,∼,∇∇,∩,∪) is not in general a  Lukasiewicz al-
gebra, but there may exist subsets S of P(I) such that (S, I,∼,∇∇,∩,∪) is a
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 Lukasiewicz algebra. As an example let I = {a, b, c} and ϕ : I → I be defined by
ϕ(a) = a, ϕ(b) = c, ϕ(c) = b.
P(I) is a boolean algebra with 3 atoms with the diagram shown below, where

A = {a}, B = {b}, C = {c}, D = {a, b}, E = {a, c}, F = {b, c}.

e
e e e
e e e

e

�
��

�
��

�
��

�
��

@
@@

@
@@

@
@@

@
@@

∅

A B C

D E F

I

X ∼ X ∇∇X
∅ I ∅
A F A
B D F
C E F
D B I
E C I
F A F
I ∅ I

Since ϕ is not the identity on I, P(I) is not a  Lukasiewicz algebra but it is
easy to check that the subset S = {∅, A, C,E, F, I} is a  Lukasiewicz algebra.

Definition 1.8.2. If I is a non-empty set, ϕ an involution on I, and for each
X ∈ P(I) we define the operators ∼ and ∇∇ as before, then every subset S of P(I)
such that (S, I,∼,∇∇,∩,∪) is a  Lukasiewicz algebra will be called a  Lukasiewicz
algebra of sets determined by ϕ or just a  Lukasiewicz algebra of sets.

This example of  Lukasiewicz algebra is the most general one, since we will prove
later on that every  Lukasiewicz algebra is isomorphic to a  Lukasiewicz algebra of
sets.

Remark 1.8.3. To consider the boolean algebra P(I) is equivalent to consid-
ering the set BI of all the functions from I to the boolean algebra B = {0, 1},
which algebrized coordinatewise is a boolean algebra with top element the function
1(i) = 1 for all i ∈ I. Given f ∈ BI , if we define (∇∇f)(i) = f(i) ∨ f(ϕ(i)), for
all i ∈ I, then it is easy to prove that (BI ,∇∇) is a monadic boolean algebra.

Given f ∈ BI , and defining (∼ f)(i) = −(f(ϕ(i))) for all i ∈ I then (BI ,1,∼
,∧,∨) is a De Morgan algebra. It is easy to see that axioms L6 and L7 hold. If
ϕ(i) = j 6= i, consider the following elements of BI :

f(x) =

{
1 if x = i

0 if x 6= i
g(x) =

{
1 if x = ϕ(i) = j

0 if x 6= ϕ(i).

Then (f ∧ g)(x) = 0 for all x ∈ I and therefore (∇∇(f ∧ g))(x) = 0 for all
x ∈ I. In the other hand (∇∇f ∧ ∇∇g)(x) = 1 for x = i or x = j, so in general it
doesn’t hold that ∇∇(f ∧ g) = ∇∇f ∧∇∇g.

Example 1.8.4. This example is due to Gr. C. Moisil. Let K and B = {0, 1}
be boolean algebras and let F = K [B] be the set of all the isotone functions from
B to K. Each element f ∈ K [B] can be represented as follows: f = (f(0), f(1)).
We put by definition ∼ f = (−f(1),−f(0)) and ∇f = (f(1), f(1)). It is easy to
check that (K [B],1,∼,∇,∧,∨) is a  Lukasiewicz algebra.
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Let K = {0, a, b, 1} be a boolean algebra with two atoms a and b. The elements
of K [B], the operators ∼,∇ and the Hasse diagram are indicated below:

e
e

e
e

e
e

e
e

e (0, 0)

(0, a) (0, b)

(a, a) (0, 1) (b, b)

(a, 1) (b, 1)

(1, 1)

�
��

�
��

�
��

�
��

�
��

�
��

@
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@
@@

@
@@

@
@@

@
@@

@
@@

f ∼ f ∇f
(0, 0) (1, 1) (0, 0)
(0, a) (b, 1) (a, a)
(0, b) (a, 1) (b, b)
(0, 1) (0, 1) (1, 1)
(a, a) (b, b) (a, a)
(b, b) (a, a) (b, b)
(a, 1) (0, b) (1, 1)
(b, 1) (0, a) (1, 1)
(1, 1) (0, 0) (1, 1)

This same construction was considered by A. Rose in [74].

1.9. 3-rings

Let A = {0, 1, 2} be the ring of the integers modulo 3, so the table of the
operations + and · are

+ 0 1 2

0 0 1 2
1 1 2 0
2 2 0 1

· 0 1 2

0 0 0 0
1 0 1 2
2 0 2 1

Therefore this ring verifies (1) 3x = 0, (2) x3 = x and (3) xy = yx. Because
of condition (2) it follows that every polynomial in two variables is of the form

P (x, y) = a+ bx+ cy + dx2 + ey2 + fxy + gx2y + hxy2 + ix2y2.

We want now to define meet and join operations on the set A so that A becomes
the chain in the figure below, thus ∧ and ∨ are given by the tables that follow:

e
e
e 0

2

1 ∧ 0 2 1

0 0 0 0
2 0 2 2
1 0 2 1

∨ 0 2 1

0 0 2 1
2 2 2 1
1 1 1 1

To whether there exists a polynomial function that yields the meet operation
in this ring, we must solve the following system of equations:

(1) 0 ∧ 0 = 0 = P (0, 0) = a,

(2) 0 ∧ 2 = 0 = P (0, 2) = a+ 2c+ e,

(3) 0 ∧ 1 = 0 = P (0, 1) = a+ c+ e,

(4) 2 ∧ 0 = 0 = P (2, 0) = a+ 2b+ d,

(5) 2 ∧ 2 = 2 = P (2, 2) = a+ 2b+ 2c+ d+ e+ f + 2g + 2h+ i,
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(6) 2 ∧ 1 = 2 = P (2, 1) = a+ 2b+ c+ d+ e+ 2f + g + 2h+ i,

(7) 1 ∧ 0 = 0 = P (1, 0) = a+ b+ d,

(8) 1 ∧ 2 = 2 = P (1, 2) = a+ b+ 2c+ d+ e+ 2f + 2g + h+ i,

(9) 1 ∧ 1 = 1 = P (1, 1) = a+ b+ c+ d+ e+ f + g + h+ i.

By (1) we have a = 0 so replacing in the equations (2)-(9) we have:

(10) 0 = 2c+ e,

(11) 0 = c+ e,

(12) 0 = 2b+ d,

(13) 2 = 2b+ 2c+ d+ e+ f + 2g + 2h+ i,

(14) 2 = 2b+ c+ d+ e+ 2f + g + 2h+ i,

(15) 0 = b+ d,

(16) 2 = b+ 2c+ d+ e+ 2f + 2g + h+ i,

(17) 1 = b+ c+ d+ e+ f + g + h+ i.

Adding (10) and (11) we have 3c + 2e = 0 this is 2e = 0 and therefore e = 0.
Then from (11) it follows that c = 0. Analogously, adding (12) and (15) we have
3b+ 2d = 0 and therefore 2d = 0, so in consequence d = 0, and by (15) it follows
that b = 0.

Replacing these values in (13), (14),(16) and (17) we have

(18) 2 = f + 2g + 2h+ i,

(19) 2 = 2f + g + 2h+ i,

(20) 2 = 2f + 2g + h+ i,

(21) 1 = f + g + h+ i.

Adding (19) and (21) we obtain 2g + 2i = 0 and therefore:

(22) 0 = g + i.

Adding (18) and (21) we get 2f + 2i = 0 so:

(23) 0 = f + i.

Adding (20) and (21) we get 2h+ 2i = 0 and therefore:

(24) 0 = h+ i.

From (24) and (21) we have:

(25) 1 = f + g.

From the equations (22), (23) and (24) it follows that i = −g, i = −f and i =
−h. Therefore g = f = h. Thus from (25) it follows that 1 = f + g = f + f = 2f
and therefore f = 2, so in consequence h = g = 2.

Replacing in (21) we have 1 = 2 + 2 + 2 + i and therefore i = 1. We thus
obtain

(1.9.1) x ∧ y = 2xy + 2x2y + 2xy2 + x2y2 = 2xy + 2xy(x+ y) + x2y2.
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Analogously we have:

(1.9.2) x ∨ y = x+ y + xy + x2y + xy2 + 2x2y2.

Performing the corresponding calculations we have that:

(x ∧ y)2 = x2y2 = (xy)2

and

(x ∨ y)2 = (x2 + y2)2 = x2 + 2x2y2 + y2.

From the definition of the operations ∧ and ∨ on A we know A is a distributive
lattice given that A is a chain.

We shall define two unary operations on A so that A is equal to the  Lukasiewicz
algebra from Example 1.2.3. Every polynomial in one variable is of the form
P (x) = a + bx + cx2. Then if Q is the polynomial corresponding to ∼, the
following equations must hold:

(26) 1 = Q(0) = a

(27) 2 = Q(2) = a+ 2b+ 22c = a+ 2b+ c = 1 + 2b+ c

(28) 0 = Q(1) = a+ b+ c = 1 + b+ c

Adding (27) and (28) we obtain 2 = 2 + 3b+ 2c and therefore 3b+ 2c = 0, this
is 2c = 0, so in consequence c = 0. Then, replacing in (28) we have 0 = 1+b+0 =
1 + b and therefore b = −1 = 2, so

(1.9.3) ∼ x = 2x+ 1

If R is the polynomial corresponding to ∇, R must verify:

(29) 0 = R(0) = a

(30) 1 = R(2) = a+ 2b+ 22c = a+ 2b+ c = 2b+ c

(31) 1 = R(1) = a+ b+ c = b+ c

Adding (30) and (31) we obtain 2 = 3b+2c, this is 2 = 2c and therefore c = 1,
so from (31) it follows that 1 = 1 + b and therefore b = 0. Thus we obtain

(1.9.4) ∇x = x2.

We now show that ∼ and ∇ verify the  Lukasiewicz algebra axioms:

L4) ∼∼ x = x.
∼∼ x =∼ (1 + 2x) = 1 + 2(1 + 2x) = 1 + 2 + x = x.

L5) ∼ x∨ ∼ y =∼ (x ∧ y).
∼ (x ∧ y) = 1 + 2(x ∧ y) = 1 + 2(2xy + 2x2y + 2xy2 + x2y2) =
1 + xy + x2y + xy2 + 2x2y2.
∼ x∨ ∼ y = (1+2x) ∨(1+2y) = 1+2x+1+2y+(1+2x)(1+2y)+(1+

x+x2)(1+2y)+(1+2x)(1+y+y2)+2(1+x+x2)(1+y+y2) = 2+2x+2y+
1+2y+2x+xy+1+2y+x+2xy+x2+2x2y+1+y+y2+2x+2xy+2xy2+2+
2y+2y2+2x+2xy+2xy2+2x2+2x2y+2x2y2 = 1+xy+x2y+xy2+2x2y2.
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L6) ∼ x ∨∇x = 1.
∼ x∨∇x = (1+2x)∨x2 = 1+2x+x2 +x2 +2x+(1+x+x2)x2 +(1+

2x)x2+2(1+x+x2)x2 = 1+x+2x2+x2+x+x2+x2+2x+2x2+2x+2x2 = 1.

L7) ∼ x ∧ x =∼ x ∧∇x.
∼ x∧x = 2(1 + 2x)x+ 2(1 +x+x2)x+ 2(1 + 2x)x2 + (1 +x+x2)x2 =

2x+ x2 + 2x+ 2x2 + 2x+ 2x2 + x+ x2 + x+ x2 = 2x+ x2.
∼ x∧∇x = (1+2x) ∧x2 = 2(1+2x)x2+2(1+x+x2)x2+2(1+2x)x2+

(1+x+x2)x2 = 2x2 +x+2x2 +2x+2x2 +2x2 +x+x2 +x+x2 = 2x+x2.

L8) ∇(x ∧ y) = ∇x ∧∇y.
We already know that (x ∧ y)2 = x2y2 so ∇(x∧ y) = (x∧ y)2 = x2y2.
∇x ∧∇y = x2 ∧ y2 = 2x2y2 + 2x2y2 + 2x2y2 + x2y2 = x2y2

Furthermore, 2 is the center of A since ∼ 2 = 2.2 + 1 = 1 + 1 = 2.
Let (A,+, ·, 1) be a commutative ring with identity. With 0 we denote the

identity for addition. We write xy instead of x · y. A commutative ring with
identity (1) A, verifying 3x = 0 and x3 = x, for all x ∈ A, is a 3-ring.

Theorem 1.9.1. (Gr. C. Moisil) If A is a 3-ring, then defining the operations
∧, ∨, ∼ and ∇ on A by the formulas (1.9.1)), (1.9.2)), (1.9.3)) and (1.9.4))
indicated above, the system (A, 1,∼,∇,∧,∨), is a centered  Lukasiewicz algebra.

Proof. We prove first that Sholander’s axioms [75] hold:

L2) x ∧ (x ∨ y) = 2x(x ∨ y) + 2x2(x ∨ y) + 2x(x ∨ y)2 + x2(x ∨ y)2.

(1) 2x(x∨y) = 2x(x+y+xy+xy(x+y)+2x2y2) = 2x2 +2xy+2x2y+2x3y+
2x2y2 + x3y2 = 2x2 + xy + xy2 + 2x2y + 2x2y2.

(2) 2x2(x ∨ y) = 2x2(x + y + xy + xy(x + y) + 2x2y2) = 2x3 + 2x2y + 2x3y +
2x2y + 2x3y2 + x2y2 = 2x+ 2xy + 2xy2 + x2y + x2y2.

From (1) and (2) it follows that (3) 2x(x ∨ y)2 + 2x2(x ∨ y) = 2x+ 2x2.
(4) 2x(x ∨ y)2 = 2x(x2 + y2 + 2x2y2) = 2x3 + 2xy2 + xy2 = 2x.
(5) x2(x ∨ y)2 = x2(x2 + y2 + 2x2y2) = x2 + x2y2 + 2x2y2 = x2.
From (3), (4) and (5) we get: x ∧ (x ∨ y) = 2x+ 2x2 + 2x+ x2 = x.

L3) x ∧ (y ∨ z) = (z ∧ x) ∨ (y ∧ x).

x ∧ (y ∨ z) = 2x(y ∨ z) + 2x2(y ∨ z) + 2x(y ∨ z)2 + x2(y ∨ z)2 =
2x(y + z + yz + y2z + yz2 + 2y2z2) + 2x2(y + z + yz + y2z + yz2 + 2y2z2)+
2x(y2 + z2 + 2y2z2) + x2(y2 + z2 + 2y2z2) =
2xy+2xz+2xyz+2xy2z+2xyz2+xy2z2+2x2y+2x2z+2x2yz+2x2y2z+2x2yz2+

x2y2z2 + 2xy2 + 2xz2 +xy2z2 +x2y2 +x2z2 + 2x2y2z2 = 2xy+ 2xz+ 2xy2 + 2xz2 +
x2y2+x2z2+2x2y+2x2z+2xyz+2xyz2+2xy2z+2xy2z2+2x2yz+2x2y2z+2x2yz2.

On the other hand, (z ∧ x) ∨ (y ∧ x) = (z ∧ x) + (y ∧ x) + (z ∧ x)(y ∧ x) +
(z ∧ x)2(y ∧ x)+ (z ∧ x)(y ∧ x)2 + 2(z ∧ x)2(y ∧ x)2. We now calculate:

(6) z ∧ x = 2xz + 2xz2 + 2x2z + x2z2,
(7) y ∧ z = 2xy + 2xy2 + 2x2y + x2y2,
(8) (z ∧ x)(y ∧ x) = 2xyz + xy2z2 + 2x2yz + 2x2y2z2,
(9) (z ∧ x)2(y ∧ x) = 2xyz2 + 2xy2z2 + 2x2yz2 + x2y2z2,
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(10) (z ∧ x)(y ∧ x)2 = 2xy2z + 2xy2z2 + 2x2y2z + x2y2z2,
(11) (z ∧ x)2(y ∧ x)2 = 2x2y2z2, so from (6) to (11) it follows that:
(z ∧ x) ∨ (y ∧ x) = 2xy + 2xz + 2xy2 + 2xz2 + x2y2 + x2z2 + 2x2y + 2x2z +

2xyz + 2xyz2 + 2xy2z + 2xy2z2 + 2x2yz + 2x2y2z + 2x2yz2.
We have already checked above the axioms L4)-L8) and that c = 1 + 1 is the

center of A. �

Theorem 1.9.2. If (A, 1,∼,∇,∧,∨), is a  Lukasiewicz algebra with center c
and we define:

x+ y = (∼ ∇x ∧∆y) ∨ (∼ ∇y ∧∆x) ∨ (∇x ∧∇y ∧∇ ∼ x ∧∇ ∼ y)∨(
c ∧

(
(∼ ∇x ∧∇y ∧∇ ∼ y) ∨ (∼ ∇y ∧∇x ∧∇ ∼ x) ∨ (∆x ∧∆y)

))
,

x.y = (∆x ∧∆y) ∨ (∇x ∧∇y ∧∇ ∼ x ∧∇ ∼ y)∨(
c ∧

(
(∆x ∧∇y ∧∇ ∼ y) ∨ (∆y ∧∇x ∧∇ ∼ x)

))
then the system (A, 1, 0,+, ·) is a 3-ring. Moisil [27].

If (A, 1, 0,+, ·) is a commutative ring with unity 1 such that x3 = x then
6x = 0. Indeed:

x+ y = (x+ y)(x+ y)(x+ y) = xxx+ xxy + xyx+ xyy+ yxx+ yxy+ yyx+ yyy

so
x+ y = x+ xxy + xyx+ xyy + yxx+ yxy + yyx+ y

and therefore
xxy + xyx+ xyy + yxx+ yxy + yyx = 0

then for x = y we have that x3 + x3 + x3 + x3 + x3 + x3 = 0, this is 6x =
x+ x+ x+ x+ x+ x = 0, so −x = 5x.

In a similar way to the one indicated above, we can prove that if in a commu-
tative ring with unity verifying x3 = x we define:

x ∧ y := 2xy + 2x2y + 2xy2 + x2y2 = 2xy + 2xy(x+ y) + x2y2

x ∨ y := x+ y + xy + x2y + xy2 + 2x2y2,

then (A, 0, 1,∧,∨) is a bounded distributive lattice.
Defining ∼ x = 1 + 5x and ∇x = x2 then (A, 1,∼,∇,∧,∨), is a  Lukasiewicz

algebra. Furthermore, e = 1 + 1 is the axis of the algebra A.

Theorem 1.9.3. If (A, 1,∼,∇,∧,∨), is a  Lukasiewicz algebra with axis e and
we define:

x+ y := (∼ ∇x ∧∆y) ∨ (∼ ∇y ∧∆x) ∨ (∇x ∧∇y ∧∇ ∼ x ∧∇ ∼ y)∨(
e ∧

(
(∼ ∇x ∧∇y ∧∇ ∼ y) ∨ (∼ ∇y ∧∇x ∧∇ ∼ x) ∨ (∆x ∧∆y)

))
,

x · y := (∆x ∧∆y) ∨ (∇x ∧∇y ∧∇ ∼ x ∧∇ ∼ y)∨(
e ∧

(
(∆x ∧∇y ∧∇ ∼ y) ∨ (∆y ∧∇x ∧∇ ∼ x)

))
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then the system (A, 1, 0,+, ·) is a commutative ring with unity such that x3 = x,
Gr. C. Moisil [27].

1.10. Construction of  Lukasiewicz algebras from monadic boolean
algebras

In the preceding sections we have found analogies between monadic boolean
algebras and  Lukasiewicz algebras, but there are also fundamental differences. As
an example, Moisil’s determination principle does not hold in monadic boolean
algebras. To see this, consider the monadic boolean algebra in the next figure:

e
e

e
e

�
��

�
��

@
@@

@
@@

0

a b

1 x ∃x ∀x
0 0 0
a 1 0
b 1 0
1 1 1

Here we have that ∃a = ∃b = 1, ∀a = ∀b = 0 and a 6= b.
This example suggests the idea of identifying two elements a and b of a monadic

boolean algebra if :
∃a = ∃b and ∀a = ∀b,

and in this case denote a ≡ b.
It is clear that this is an equivalence relation. In the previous example there

exist three equivalence classes, namely C(0) = {0}, C(a) = {a, b} and C(1) = {1}.
We consider the quotient set A

′
= A/ ≡. It is natural to think that A

′
is the

chain indicated below. e
e
eC(0)

C(a)

C(1)

We already know, as we have shown before, that on the preceding set a
 Lukasiewicz algebra structure can be defined.

Notice that the “≡” relation is not compatible with the “∨” operation defined
on A. Indeed, a ≡ a and a ≡ b but a ∨ a = a 6≡ 1 = a ∨ b. This means that the
join operation in A

′
must be defined in a special way. A. Monteiro determined a

general construction, which he called construction L, and which allows to define
a  Lukasiewicz algebra L(A) from a monadic boolean algebra A. By analogy with
the  Lukasiewicz algebras, if A is a monadic boolean algebra, we can define the
weak implication by:

x→ y = ∃ − x ∨ y,
and the contraposed implication by

x� y = (x→ y) ∧ (−y → −x).

Then it is natural to define in A the following operations:

x ∪ y = (x� y)� y
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x ∩ y = −(−x ∪ −y).

Notice that x� y = (∃ − x ∨ y) ∧ (∃y ∨ −x), so

x ∪ y = (x� y)� y = (∃ − (x� y) ∨ y) ∧ (∃y ∨ −(x� y)) =

((∀x ∧ ∃ − y) ∨ (∀ − y ∧ ∃x) ∨ y) ∧ (∃y ∨ (∀x ∧ −y) ∨ (∀ − y ∧ x)) =

(∀x ∧ ∃ − y ∧ ∃y) ∨ (∀x ∧ ∃ − y ∧ ∀x ∧ −y) ∨ (∀x ∧ ∃ − y ∧ ∀ − y ∧ x)∨

(∀ − y ∧ ∃x ∧ ∃y) ∨ (∀ − y ∧ ∃x ∧ ∀x ∧ −y) ∨ (∀ − y ∧ ∃x ∧ ∀ − y ∧ x)∨

(y ∧ ∃y) ∨ (y ∧ ∀x ∧ −y) ∨ (y ∧ ∀ − y ∧ x) =

(∀x ∧ ∃ − y ∧ ∃y) ∨ (∀x ∧ −y) ∨ (∀x ∧ ∀ − y)∨

0 ∨ (∀ − y ∧ ∀x) ∨ (∀ − y ∧ x) ∨ y ∨ 0 ∨ 0 =

(∀x ∧ ∃ − y ∧ ∃y) ∨ (∀x ∧ −y) ∨ (∀x ∧ ∀ − y) ∨ (∀ − y ∧ x) ∨ y
and since ∀x ∧ ∀ − y ≤ ∀x ∧ −y we have that

x ∪ y = (∀x ∧ ∃ − y ∧ ∃y) ∨ (∀x ∧ −y) ∨ (∀ − y ∧ x) ∨ y =

(∀x ∧ ∃ − y ∧ ∃y) ∨ (∀ − y ∧ x) ∨ ((∀x ∨ y) ∧ (−y ∨ y)) =

(∀x ∧ ∃ − y ∧ ∃y) ∨ (∀ − y ∧ x) ∨ ((∀x ∨ y) ∧ 1) =

(∀x ∧ ∃ − y ∧ ∃y) ∨ (∀ − y ∧ x) ∨ ∀x ∨ y
and since ∀x ∧ ∃ − y ∧ ∃y ≤ ∀x then

x ∪ y = ∀x ∨ y ∨ (x ∧ ∀ − y) =

(∀x ∨ y ∨ x) ∧ (∀x ∨ y ∨ ∀ − y) = (x ∨ y) ∧ (∀x ∨ y ∨ ∀ − y).

Therefore we have that:

U1) x ∪ y = ∀x ∨ y ∨ (x ∧ ∀ − y),
U2) x ∪ y = (x ∨ y) ∧ (∀x ∨ y ∨ ∀ − y).

Then x∩y = −(−x∪−y) = −(∀−x∨−y∨(−x∧∀y)) = −∀−x∧y∧(x∨−∀y) =
∃x∧ y∧ (x∨∃− y) = (∃x∧ y∧x)∨ (∃x∧ y∧∃− y) = (x∧ y)∨ (∃x∧ y∧∃− y) =
y ∧ (x ∨ (∃x ∧ ∃ − y)) = y ∧ (x ∨ ∃x) ∧ (x ∧ ∃ − y) = ∃x ∧ y ∧ (x ∨ ∃ − y).

Therefore we have that:

C1) x ∩ y = ∃x ∧ y ∧ (x ∨ ∃ − y),
C2) x ∩ y = (x ∧ y) ∨ (∃x ∧ y ∧ ∃ − y),

Definition 1.10.1. Given two elements a and b of a monadic boolean algebra
A we shall say that they are equivalent and denote a ≡ b if a � b = 1 and
b� a = 1.

Lemma 1.10.2. a) a � b = 1 and b � a = 1 is equivalent to b) ∃a = ∃b
and ∀a = ∀b.
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Proof. Since a� b = (a → b) ∧ (−b → −a) = (∃ − a ∨ b) ∧ (∃b ∨ −a) and
b� a = (b→ a) ∧ (−a→ −b) = (∃ − b ∨ a) ∧ (∃a ∨−b) then if a) holds we have
that ∃− a∨ b = 1, ∃b∨−a = 1, ∃− b∨ a = 1, ∃a∨−b = 1 and this is equivalent
to (1) ∀a ≤ b, (2) ∀b ≤ a, (3) b ≤ ∃a, and (4) a ≤ ∃b. (1) and (2) are equivalent
to ∀a ≤ ∀b and ∀b ≤ ∀a, then ∀a = ∀b. (3) and (4) are equivalent to ∃b ≤ ∃a, and
∃b ≤ ∃a, this is ∃a = ∃b.

Now we assume that b) holds. Then a→ b = ∃ − a ∨ b = −∀a ∨ b = −∀b ∨ b.
Since ∀b ≤ b, 1 = −b ∨ b ≤ −∀b ∨ b, so a→ b = 1. In a similar way, −b→ −a =
∃a ∨ −a = 1 so a � b = 1. An analogous calculation shows that b � a = 1 as
well. �

To prove that the relation ≡ is compatible with the operations ∩ and ∪,
L. Monteiro [70] proved that:

Lemma 1.10.3. (1) ∃(x∩y) = ∃x ∧∃y, (2) ∃(x∪y) = ∃x ∨∃y, (3) ∀(x∩y) =
∀x ∧ ∀y, (4) ∀(x ∪ y) = ∀x ∨ ∀y.

The relation “≡” is an equivalence relation compatible with the operations −,
∃, ∩ and ∪. Consider the quotient set L(A) = A/≡, and represent by C(x) the
equivalence class containing the element x ∈ A, then if we define I = C(1),∼
C(x) = C(−x),∇C(x) = C(∃x), C(x) ∩ C(y) = C(x ∩ y), and C(x) ∪ C(y) =
C(x ∪ y), then we have the following theorem by A. Monteiro:

If (A, ∃) is a monadic boolean algebra then the system (L(A), I,∼,∇,∩,∪) is
a  Lukasiewicz algebra.

Notes

1) The proof of the preceding theorem was only published in 1967, [32],
but the results were presented in the course given in 1963, [36] and in
[40].

2) In the proof, Professor A. Monteiro used the theory of N -lattices,
(see H. Rasiowa [72]) and in particular his results on semi-simple N -
lattices.

3) The results on semi-simple N -lattices were only published in 1995 in the
series Informes Técnicos Internos2 No. 50 from the INMABB3, and later
in 1996, in the Notas de Lógica Matemática4 No. 40, [48] also published
by the INMABB.

4) Since in the statement of the preceding theorem only notions from the
theory of monadic boolean algebras appear, Professor A. Monteiro posed
to his students the problem of finding a proof without using the results
on N -lattices.

5) This problem was solved by L. Monteiro and L. González Cóppola and
published in 1964, [70].

6) Later on, Professor A. Monteiro [40] proved this result: Given a  Luka-
siewicz algebra L, there exists a monadic boolean algebra A such that

2Internal technical reports of the INMABB:
http://inmabb-conicet.gob.ar/publicaciones/iti
3Mathematics Institute of Bah́ıa Blanca, Argentina.
4Notes on Mathematical Logic: http://inmabb-conicet.gob.ar/publicaciones/nlm
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L(A) is isomorphic to L. This was presented in a 1966 seminar [44]. The
proof, which will be presented in section 5.7, a representation theorem
of  Lukasiewicz algebras by  Lukasiewicz algebras of sets, which will figure
in section 5.6, and which uses the Axiom of Choice. This representation
theorem was published in 1995 in No. 45 of the Informes Técnicos Inter-
nos from the INMABB, and later in 1996, in Notas de Lógica Matemática
No. 40 [48].

7) L. Monteiro produced a purely algebraic proof of the preceding result and
presented it in a Seminar conducted by Professor A. Monteiro [44], held
in 1966. This proof was published in 1978, [65].

Remark 1.10.4. In a monadic boolean algebra A, we denote

K(A) = {x ∈ A : ∃x = x}.
If k ∈ K(A), this is, if ∃k = k then we have that ∇C(k) = C(∃k) = C(k),

so C(k) ∈ B(L(A)). Conversely, if C(k) ∈ B(L(A)), this is, ∇C(k) = C(k),
and therefore C(∃k) = C(k), then ∃k ≡ k, from where in particular it results that
∀∃k = ∀k, so ∃k = ∀k and therefore ∃k = k thus k ∈ K(A).

Let k1, k2 ∈ K(A) and assume that C(k1) = C(k2), so k1 ≡ k2, therefore
k1 = ∃k1 = ∃k2 = k2.

Then, if A is finite, we have that |B(L(A))| = |K(A)|. Furthermore the
boolean algebras B(L(A)) and K(A) are isomorphic. Indeed, if k1, k2 ∈ K(A) are
such that k1 ≤ k2 then k1 ∨ k2 = k2 and therefore by Lemma 1.10.3, ∃(k1 ∪ k2) =
∃k1 ∨ ∃k2 = k1 ∨ k2 = k2 and analogously ∀(k1 ∪ k2) = k2, so k1 ∪ k2 ≡ k2 and
therefore C(k1)∪C(k2) = C(k1∪k2) = C(k2), this is C(k1) ≤ C(k2). Conversely,
if C(k1) ≤ C(k2), this is, C(k1 ∪ k2) = C(k1) ∪ C(k2) = C(k2), so k1 ∪ k2 ≡ k2
and therefore in particular ∃(k1 ∪ k2) = ∃k2, this is, k1 ∪ k2 = k2, so k1 ≤ k2.

Assume that A is a finite, non trivial monadic boolean algebra, and denote by
A(A) the set of all the atoms of A.

If x ∈ A we write (C(x)] = {C(y) ∈ L(A) : C(y) ≤ C(x)}.

Lemma 1.10.5. If a ∈ A(A) ∩K(A) then (C(a)] = {C(0), C(a)}.

Proof. It is clear that {C(0), C(a)} ⊆ (C(a)]. From a ∈ K(A) it follows
that C(a) ∈ B(L(A)). If C(x) ∈ (C(a)], this is, C(x) ≤ C(a), then C(x ∩ a) =
C(x)∩C(a) = C(x) so x∩a ≡ x and in particular ∃(x∩a) = ∃x, then by Lemma
1.10.3 ∃x ∧ ∃a = ∃x and since a ∈ K(A), we have that ∃x ∧ a = ∃x. Then
0 ≤ ∃x ≤ a whence since a is an atom of A it follows that (1) ∃x = 0 or (2)
∃x = a. If (1) holds then x = 0 and if (2) holds, since 0 ≤ x ≤ ∃x = a and a is
an atom, we have that x = 0 or x = a. �

Lemma 1.10.6. If k ∈ K(A) y (C(k)] = {C(0), C(k)} then k is an atom of
A.

Proof. Assume that (1) 0 ≤ y ≤ k, where y ∈ A, so C(0) ≤ C(y) ≤ C(k)
and therefore C(y) = C(0) or C(y) = C(k), this is (2) y ≡ 0 or (3) y ≡ k. If (2)
holds, then in particular 0 = ∃0 = ∃y ≥ y so y = 0. If (3) holds then in particular
(4) k = ∀k = ∀y ≤ y. Then from (1) and (4) it follows that y = k. �
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Lemma 1.10.7. If a ∈ A(A) and a /∈ K(A) then ∃a is an atom of K(A).

Proof. Let y ∈ A(A) such that 0 ≤ y ≤ ∃a. Then y = ∃y ≤ ∃a so (1)
∃y = ∃y ∧ ∃a = ∃(a ∧ ∃y) = ∃(a ∧ y). Since a ∈ A(A), we have a ∧ y = 0 or
a ∧ y = a. In the first case, from (1) it follows that y = ∃y = ∃0 = 0 and in the
second case, (1) implies that y = ∃y = ∃a. Therefore, ∃a is an atom of K(A). �

Lemma 1.10.8. If a ∈ A(A) and a /∈ K(A) then

(C(∃a)] = {C(0), C(a), C(∃a)}.

Proof. Since 0 ≤ a ≤ ∃a, then C(0) ≤ C(a) ≤ C(∃a) so
{C(0), C(a), C(∃a)} ⊆ (C(∃a)].

Assume now that C(x) ∈ (C(∃a)], this is, C(x) ≤ C(∃a) and therefore C(x∪
∃a) = C(x) ∪ C(∃a) = C(∃a) then x ∪ ∃a ≡ ∃a and in particular ∃x ∨ ∃a =
∃(x ∪ ∃a) = ∃a. Therefore 0 ≤ ∃x ≤ ∃a . By Lemma 1.10.7, ∃a is an atom of
K(A) and since ∃x ∈ K(A) we have that (1) ∃x = 0 or (2) ∃x = ∃a. If (1) holds
then x = 0 and therefore C(x) = C(0). If (2) holds then since 0 ≤ ∀x ≤ ∃x = ∃a
and ∃a is an atom of K(A) and ∀x ∈ K(A) we have that (3) ∀x = 0 or (4)
∀x = ∃a.

Since a ∈ A(A) and a /∈ K(A) then ∀a = 0 , so if (3) holds we have that (5)
∀x = 0 = ∀a. From (5) and (2) it follows that x ≡ a and therefore C(x) = C(a).
If (4) holds then C(∀x) = C(∃a) = C(∃x), this is ∆C(x) = ∇C(x) and therefore
C(x) ∈ B(L(A)) so ∇C(x) = C(x), this is, C(∃x) = C(x) and therefore x ≡ ∃x.
Then in particular ∀x = ∃x and consequently x ∈ K(A), this is, (6) ∀x = x. From
(6) and (2) it follows that x = ∃a and therefore C(x) = C(∃a). �

Example 1.10.9. Consider the following monadic boolean algebra A
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where the operators ∃ and ∀ are given in the table

x 0 a1 a2 a3 a4 b c d e f g h i j k 1

∃x 0 a1 a2 f f b j k k f j 1 1 j k 1
∀x 0 a1 a2 0 0 b a1 a2 a2 f a1 b b j k 1
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then the elements of L(A) are 0 = C(0) = {0}, a = C(a1) = {a1}, b = C(b) =
{b}, c = C(a2) = {a2}, j = C(j) = {j}, k = C(k) = {k}, f = C(f) = {f},

1 = C(1) = {1} y e = C(a3) = {a3, a4}, d = C(c) = {c, g}, g = C(d) =
{d, e}, h = C(h) = {h, i}. So the Hasse diagram of L(A) is the following:
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and the operations ∼ and ∇ are given by:

x 0 a b c d e g h j f k 1

∼ x 1 k f j g h d e c b a 0
∇x 0 a b c j f k 1 j f k 1

Remark 1.10.10. The monadic boolean algebra above is the monadic boolean
algebra with a free generator [22], [64] and L(A) is, as we shall see later on, the
 Lukasiewicz algebra with a free generator. This example leads us to conjecture
that:

If M(G) is monadic boolean algebra with a set G of free generators then
L(M(G)) is the  Lukasiewicz algebra with a set of free generators with the same
cardinality as G.

We shall see later that this is true only if G is a finite set with a single element.

1.11. Subalgebras

The concept of subalgebra allows to obtain new  Lukasiewicz algebras from a
given  Lukasiewicz algebra, according to this definition: A non-empty part S of
a  Lukasiewicz algebra A is said to be a L-subalgebra of A if it is invariant with
respect to the operations ∼,∇ and ∨.

Lemma 1.11.1. Every L-subalgebra of a  Lukasiewicz algebra is a  Lukasiewicz
algebra.

It is easy to check that an L-subalgebra of A may be defined as a non-empty
part S of A that is invariant with respect to any of the following groups of oper-
ations: (1) ∼,∇,∧, (2) ∼,∆,∨, (3) ∼,∆,∧.
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For that it is enough to consider that ∇x =∼ ∆ ∼ x,∆x =∼ ∇ ∼ x and the
De Morgan laws. It is clear that if S is an L-subalgebra, then 0, 1 ∈ S.

Therefore if S is an L-subalgebra de A we have:

{0, 1} ⊆ S ⊆ A.

It is clear that the intersection of L-subalgebras of A is an L-subalgebra of
A. The notion of L-subalgebra generated by a part G of an algebra B, which we
will denote by LS(G), is defined as usual and one proves that LS(G) is the least
L-subalgebra of A containing G. It is clear that LS(∅) = {0, 1}. If LS(G) = A,
then G is said to be a set of generators of A.

If G ⊆ A and we denote with FP (G) the family of all the finite parts of G,
then:

Lemma 1.11.2. LS(G) =
⋃
{LS(F ) : F ∈ FP (G)}.

Proof. Let X =
⋃
{LS(F ) : F ∈ FP (G)}. If F ⊆ G, since G ⊆ LS(G),

then F ⊆ LS(G) and therefore LS(F ) ⊆ LS(G) for all subsets of G, in particular
for all F ∈ FP (G), so: (i) X ⊆ LS(G). We prove now that (ii) LS(G) ⊆ X. In
order to do that, we prove first (1) G ⊆ X and (2) X is an L-subalgebra of A.

(1) Let g ∈ G then {g} ⊆ LS({g}) ⊆ X, and therefore G =
⋃
g∈G
{g} ⊆ X.

(2) Since 0, 1 ∈ LS(F ) for all F ∈ FP (G), then 0, 1 ∈ X. Let x, y ∈ X so
x ∈ LS(F1), y ∈ LS(F2) where F1, F2 ∈ FP (G), therefore F1 ∪ F2 ∈ FP (G).
From F1 ⊆ F1 ∪ F2 and F2 ⊆ F1 ∪ F2 it follows that LS(F1) ⊆ LS(F1 ∪ F2) and
LS(F2) ⊆ LS(F1 ∪ F2), then x, y ∈ LS(F1 ∪ F2) and therefore x ∧ y, x ∨ y ∈
LS(F1 ∪ F2) ⊆ X. It is clear that if x ∈ X then ∼ x,∇x ∈ X. �

If G has a single element G = {g}, we write LS(g) instead LS({g}) and if
G = Y ∪ {x} we write LS(Y, x) instead of LS(Y ∪ {x}).

Notice that if G = {g} then

0, 1, g,∼ g, g∧ ∼ g,∇(g∧ ∼ g),∇g,∇ ∼ g,∆g,∆ ∼ g, g∨ ∼ g,∆(g∨ ∼ g) ∈ LS(g).

Further on we will see that if G = {g} then N [LS(g)] ≤ 12.

Professor A. Monteiro, posed the problem of finding a “simple” expression for
the elements of LS(S, g).

Lemma 1.11.3. (L. Monteiro) If A is a  Lukasiewicz algebra, S an L-subalgebra
of A, and g ∈ A, then

LS(S, g) = {(s1∧∆g)∨(s2∧∆ ∼ g)∨(s3∧∇g∧∇ ∼ g)∨(s4∧g∧ ∼ g) : s1, s2, s3, s4 ∈ S}.

Proof. Let

S0 = {(s1∧∆g)∨(s2∧∆ ∼ g)∨(s3∧∇g∧∇ ∼ g)∨(s4∧g∧ ∼ g) : s1, s2, s3, s4 ∈ S}.
(i) S0 ⊆ LS(S, g).

Indeed, if y ∈ S0, then

(1) y = (s1 ∧∆g) ∨ (s2 ∧∆ ∼ g) ∨ (s3 ∧∇g ∧∇ ∼ g) ∨ (s4 ∧ g∧ ∼ g)

where (2) s1, s2, s3, s4 ∈ S. From (2) it follows that (3) s1, s2, s3, s4 ∈ S ∪ {g} ⊆
LS(S, g). Since g ∈ S ∪ {g} ⊆ LS(S, g) then (4) ∆g,∆ ∼ g,∇g ∧ ∇ ∼ g, g∧ ∼
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g ∈ LS(S, g). From (3), (4) and (1) it follows that y ∈ LS(S, g).
(ii) LS(S, g) ⊆ S0.

We shall prove that:
(iii) S ∪ {g} ⊆ S0, and (iv) S0 is an L-subalgebra of L.

We begin by noticing that since:
∆g ∨∆ ∼ g ∨ (∇g ∧∇ ∼ g) ∨ (g∧ ∼ g) = ∆g ∨∆ ∼ g ∨ (∇g ∧∇ ∼ g) =
(∆g ∨∆ ∼ g ∨ ∇g) ∧ (∆g ∨∆ ∼ g ∨ ∇ ∼ g) = 1 ∧ 1 = 1, then for all x ∈ A,

we have that

x = x ∧ 1 = (x ∧∆g) ∨ (x ∧∆ ∼ g) ∨ (x ∧∇g ∧∇ ∼ g) ∨ (x ∧ g∧ ∼ g),

thus if s ∈ S we have that s ∈ S0 and therefore (1) S ⊆ S0. Since

(1 ∧∆g) ∨ (0 ∧∆ ∼ g) ∨ (0 ∧∇g ∧∇ ∼ g) ∨ (1 ∧ g∧ ∼ g) =

∆g ∨ (g∧ ∼ g) = (∆g ∨ g) ∧ (∆g∨ ∼ g) = g ∧ (g∨ ∼ g) = g

then (2) g ∈ S0. From (1) and (2), (iii) follows. Let us prove (iv) next.
Let x, y ∈ S0, this is

x = (s1 ∧∆g) ∨ (s2 ∧∆ ∼ g) ∨ (s3 ∧∇g ∧∇ ∼ g) ∨ (s4 ∧ g∧ ∼ g),

with s1, s2, s3, s4 ∈ S and

y = (t1 ∧∆g) ∨ (t2 ∧∆ ∼ g) ∨ (t3 ∧∇g ∧∇ ∼ g) ∨ (t4 ∧ g∧ ∼ g),

with t1, t2, t3, t4 ∈ S so

x ∨ y = (v1 ∧∆g) ∨ (v2 ∧∆ ∼ g) ∨ (v3 ∧∇g ∧∇ ∼ g) ∨ (v4 ∧ g∧ ∼ g)

where vi = si ∨ ti ∈ S for i = 1, 2, 3, 4, so x ∨ y ∈ S0.
From x ∈ S0 it follows that

∇x = (∇s1 ∧∆g)∨ (∇s2 ∧∆ ∼ g)∨ (∇s3 ∧∇g ∧∇ ∼ g)∨ (∇s4 ∧∇g ∧∇ ∼ g) =

(∇s1 ∧∆g) ∨ (∇s2 ∧∆ ∼ g) ∨ ((∇s3 ∨∇s4) ∧∇g ∧∇ ∼ g) ∨ (0 ∧ g∧ ∼ g)

and since ∇si ∈ S for i = 1, 2, 3, 4 and 0 ∈ S it follows that ∇x ∈ S0.
From x ∈ S0 it follows that

∼ x = (∼ s1 ∨∇ ∼ g) ∧ (∼ s2 ∨∇g) ∧ (∼ s3 ∨∆ ∼ g ∨∆g) ∧ (∼ s4 ∨ g∨ ∼ g).

To simplify the notation we write ∼ si = bi for i = 1, 2, 3, 4, then:

∼ x = (b1 ∨∇ ∼ g) ∧ (b2 ∨∇g) ∧ (b3 ∨∆ ∼ g ∨∆g) ∧ (b4 ∨ g∨ ∼ g).

Let
y = (b1 ∨∇ ∼ g) ∧ (b3 ∨∆ ∼ g ∨∆g)

and
z = (b2 ∨∇g) ∧ (b4 ∨ g∨ ∼ g).

Then:

y = (b1 ∧ b3) ∨ (b1 ∧∆ ∼ g) ∨ (b1 ∧∆g) ∨ (∇ ∼ g ∧ b3) ∨ (∇ ∼ g ∧∆ ∼ g) ∨ (∇ ∼ g ∧∆g) =

(b1 ∧ b3) ∨ (b1 ∧∆ ∼ g) ∨ (b1 ∧∆g) ∨ (∇ ∼ g ∧ b3) ∨∆ ∼ g =

(b1 ∧ b3) ∨ (b1 ∧∆g) ∨ (∇ ∼ g ∧ b3) ∨∆ ∼ g =

[(b1 ∧ b3) ∧ (∆g ∨∇ ∼ g)] ∨ (b1 ∧∆g) ∨ (∇ ∼ g ∧ b3) ∨∆ ∼ g =

(b1 ∧ b3 ∧∆g) ∨ (b1 ∧ b3 ∧∇ ∼ g) ∨ (b1 ∧∆g) ∨ (∇ ∼ g ∧ b3) ∨∆ ∼ g =
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(b1 ∧∆g) ∨ (∇ ∼ g ∧ b3) ∨∆ ∼ g

and

z = (b2 ∧ b4) ∨ (b2 ∧ g) ∨ (b2∧ ∼ g) ∨ (∇g ∧ b4) ∨ (∇g ∧ g) ∨ (∇g∧ ∼ g) =

(b2 ∧ b4) ∨ (b2 ∧ g) ∨ (b2∧ ∼ g) ∨ (∇g ∧ b4) ∨ g ∨ (g∧ ∼ g) =

(b2 ∧ b4) ∨ (b2∧ ∼ g) ∨ (∇g ∧ b4) ∨ g =

[(b2 ∧ b4) ∧ (∼ g ∨∇g)] ∨ (b2∧ ∼ g) ∨ (∇g ∧ b4) ∨ g =

(b2 ∧ b4∧ ∼ g) ∨ (b2 ∧ b4 ∧∇g)] ∨ (b2∧ ∼ g) ∨ (∇g ∧ b4) ∨ g =

(b2∧ ∼ g) ∨ (b4 ∧∇g) ∨ g.
Then

∼ x = y ∧ z = [(b1 ∧∆g) ∨ (∇ ∼ g ∧ b3) ∨∆ ∼ g] ∧ [(b2∧ ∼ g) ∨ (b4 ∧∇g) ∨ g] =

(b1 ∧∆g ∧ b2∧ ∼ g) ∨ (b1 ∧∆g ∧ b4 ∧∇g) ∨ (b1 ∧∆g ∧ g)∨
(∇ ∼ g ∧ b3 ∧ b2∧ ∼ g) ∨ (∇ ∼ g ∧ b3 ∧ b4 ∧∇g) ∨ (∇ ∼ g ∧ b3 ∧ g)∨

(∆ ∼ g ∧ b2∧ ∼ g) ∨ (∆ ∼ g ∧ b4 ∧∇g) ∨ (∆ ∼ g ∧ g) =

(b1 ∧∆g ∧ b4) ∨ (b1 ∧∆g) ∨ (b3 ∧ b2∧ ∼ g)∨
(∇ ∼ g ∧ b3 ∧ b4 ∧∇g) ∨ (∼ g ∧ b3 ∧ g) ∨ (∆ ∼ g ∧ b2) =

(b1∧∆g)∨ (b3∧ b2∧ ∼ g)∨ (∇ ∼ g∧ b3∧ b4∧∇g)∨ (∼ g∧ b3∧ g)∨ (∆ ∼ g∧ b2) =

(b1 ∧∆g) ∨ [(b3 ∧ b2∧ ∼ g) ∧ (∆ ∼ g ∨∇g)]∨
(b3 ∧ b4 ∧∇ ∼ g ∧∇g) ∨ (b3∧ ∼ g ∧ g) ∨ (b2 ∧∆ ∼ g) =

(b1 ∧∆g) ∨ (b3 ∧ b2∧ ∼ g ∧∆ ∼ g) ∨ (b3 ∧ b2∧ ∼ g ∧∇g)∨
(b3 ∧ b4 ∧∇ ∼ g ∧∇g) ∨ (b3∧ ∼ g ∧ g) ∨ (b2 ∧∆ ∼ g) =

(b1 ∧∆g) ∨ (b3 ∧ b2 ∧∆ ∼ g) ∨ (b3 ∧ b2∧ ∼ g ∧ g)∨
(b3 ∧ b4 ∧∇ ∼ g ∧∇g) ∨ (b3∧ ∼ g ∧ g) ∨ (b2 ∧∆ ∼ g) =

(b1∧∆g)∨[((b3∧b2)∨b2)∧∆ ∼ g)]∨[((b3∧b2)∨b3)∧ ∼ g∧g]∨(b3∧b4∧∇ ∼ g∧∇g) =

(b1 ∧∆g) ∨ (b2 ∧∆ ∼ g) ∨ (b3∧ ∼ g ∧ g) ∨ (b3 ∧ b4 ∧∇ ∼ g ∧∇g).

Thus since b1, b2, b3, b4 ∈ S we have that ∼ x ∈ S0. �

Let A be a  Lukasiewicz algebra, S an L-subalgebra of A and g ∈ A.

1) If g ∈ B(A) then LS(S, g) = {(s1 ∧ g) ∨ (s2∧ ∼ g) : s1, s2 ∈ S}.
2) If ∆g = 0, then g ≤∼ g and:

LS(S, g) = {(s1 ∧∆ ∼ g) ∨ (s2 ∧∇g) ∨ (s3 ∧ g) : s1, s2, s3 ∈ S}.
3) If c is a center of A, then since ∆ ∼ c = ∆c = 0, ∇c∧∇ ∼ c = 1∧∇c = 1

and c∧ ∼ c = c it follows that: LS(S, c) = {s1 ∨ (s2 ∧ c) : s1, s2 ∈ S}.
We present now a method for finding LS(G) when G is a finite, non-empty

set of a  Lukasiewicz algebra A.
Let G = {g1, g2, . . . , gn}, consider:

• S1 = LS(g1)
• S2 = LS(S1, g2)
• ...................
• Sn = LS(Sn−1, gn)
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We prove that Sn = LS(G). Indeed, from the previous construction it follows
that:

{g1} ⊆ S1 ⊆ S1 ∪ {g2} ⊆ LS(S1, g2) = S2 ⊆ . . . ⊆ Sn,

therefore (1) G ⊆ Sn and since by construction (2) Sn is an L-subalgebra, from (1)
and (2) it follows that LS(G) ⊆ Sn. From g1 ∈ G it follows that S1 ⊆ LS(G), so
S1∪{g2} ⊆ LS(G), therefore S2 = LS(S1, g2) ⊆ LS(G), . . . , Sn = LS(Sn−1, gn) ⊆
LS(G).

We know that if b ∈ B(L) then ∼ b is the boolean complement of b. If
b ∈ B(L), we denote with b∗, any of the elements b or ∼ b.

Lemma 1.11.4. If L is a  Lukasiewicz algebra and X a finite subset of B(L),
then SB(X) = LS(X).

Proof. If X = ∅, then SB(∅) = {0, 1} = LS(∅).
Assume that X = {x1, x2, . . . , xn}. Since SB(X) is an L-subalgebra of L such

that X ⊆ SB(X) then LS(X) ⊆ SB(X). Let b ∈ SB(X), if b = 0 then evidently

b ∈ LS(X). If b 6= 0 then it is well known5 that b =
r∨

k=1

mk, where mk =
n∧
i=1

x∗i .

Since x∗i ∈ LS(X) for all i, 1 ≤ i ≤ n, then mk ∈ LS(X) for all k, 1 ≤ k ≤ r, so
b ∈ LS(X). �

Corollary 1.11.5. If A is a  Lukasiewicz algebra, and X a finite subset of A,
then

SB(4X ∪∇X) = LS(4X ∪∇X).

Proof. This is a consequence of Lemma 1.11.4, since 4X ∪ ∇X is a finite
subset of B(A). �

Lemma 1.11.6. If A is a  Lukasiewicz algebra, g ∈ A and S an L-subalgebra
of A such that ∇g,∼ 4g ∈ B(S), then B(LS(S, g)) = B(S).

Proof. From the hypothesis we deduce that:

(1) 4g,4 ∼ g,∇(g∧ ∼ g) ∈ B(S).

If z ∈ B(LS(S, g)) = LS(S, g) ∩B(L), then ∆z = z, and

z = (s1∧∆g)∨(s2∧∆ ∼ g)∨(s3∧∇g∧∇ ∼ g)∨(s4∧g∧ ∼ g),wheres1, s2, s3, s4 ∈ S,

so

z = ∆z = (∆s1∧∆g)∨ (∆s2∧∆ ∼ g)∨ (∆s3∧∇g∧∇ ∼ g)∨ (∆s4∧∆g∧∆ ∼ g).

From ∆si ∈ B(S), for i = 1, 2, 3, 4, we deduce, keeping in mind (1), that
z ∈ B(S).

Since S ⊆ LS(S, g), we know that B(S) = S ∩ B(L) ⊆ LS(S, g) ∩ B(L) =
B(LS(S, g)). �

5See, for example, [66].
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Lemma 1.11.7. If A is a  Lukasiewicz algebra, G = {g1, g2, . . . , gn} ⊆ A and

L0 = SB(4G ∪∇G), L1 = LS(L0, g1), L2 = LS(L1, g2), . . . , Ln = LS(Ln−1, gn)

then: Ln = LS(G) and B(LS(G)) = SB(4G ∪∇G).

Proof. By construction we have L0 ⊆ L1 ⊆ · · · ⊆ Ln, and gi ∈ Li, 1 ≤ i ≤ n,
so G ⊆ Ln and therefore LS(G) ⊆ Ln.

Since 4G,∇G ⊆ LS(G), then 4G ∪∇G ⊆ LS(G), so: (1) LS(4G ∪∇G) ⊆
LS(G).

By hypothesis G is a finite subset, then by the Corollary 1.11.5:
(2) SB(4G ∪∇G) = LS(4G ∪∇G).
From (1) and (2) we have L0 = SB(4G ∪ ∇G) ⊆ LS(G), then since g1 ∈

LS(G) we have L1 = LS(L0, g1) ⊆ LS(G). From gi ∈ LS(G), and Li−1 ⊆
LS(G), 2 ≤ i ≤ n, we have Li = LS(Li−1, gi) ⊆ LS(G), 2 ≤ i ≤ n. This proves
that Ln = LS(G).

Since ∇gi,∼ 4gi ∈ B(L0) = L0 ⊆ L1 ⊆ · · · ⊆ Ln, for i = 1, 2, . . . , n, then
by Lemma 1.11.6, B(L1) = B(LS(L0, g1)) = B(L0) = L0, and therefore B(Lj) =
B(LS(Lj−1, gj)) = B(Lj−1) = L0, 2 ≤ j ≤ n. Thus B(LS(G)) = L0 = SB(∆G ∪
∇G). �

Lemma 1.11.8. (A. Monteiro [36]) If A is a  Lukasiewicz algebra, G ⊆ A, and
L′ = LS(G), then the subset 4G∪∇G of B(A) verifies: SB(4G∪∇G) = B(L′).

Proof. In 1994, L. Monteiro, obtained the following proof, indicated in [48],
and which is simpler than the one by A. Monteiro.

Let G be a subset of the  Lukasiewicz algebra A, then we saw that:

LS(G) =
⋃
{LS(G′) : G′ ∈ FP (G)}.

We shall prove that: B(LS(G)) = SB(4G ∪ ∇G). Since 4G ∪ ∇G ⊆ B(A)
and 4G ∪ ∇G ⊆ LS(G), then 4G ∪ ∇G ⊆ LS(G) ∩ B(A) = B(LS(G)), so
SB(4G ∪ ∇G) ⊆ B(LS(G)). If b ∈ B(LS(G)) then b = 4b and b ∈ LS(G), so
b ∈ LS(G′), where G′ is a finite subset of G, then by Lemma 1.11.7,

B(LS(G′)) = SB(4G′ ∪∇G′) ⊆ SB(4G ∪∇G),

and since b ∈ B(LS(G′)) we have that b ∈ SB(4G ∪∇G). �

Corollary 1.11.9. If G is a set of generators of the  Lukasiewicz algebra A,
this is LS(G) = A, then B(A) = SB(4G ∪∇G).

Lemma 1.11.10. (L. Monteiro, [61]) If e is the axis of a  Lukasiewicz algebra
L, S an L-subalgebra of L such that e ∈ S, and x ∈ L verifies: ∆x,∇x ∈ S then
x ∈ S.

Proof. It follows immediately from the hypothesis and from the fact that in
an algebra with axis each element x can be written as x = (∆x ∨ e) ∧∇x. �

If L is a  Lukasiewicz algebra with axis e and S an L-subalgebra of L such that
(1) for every x ∈ L ∆x,∇x ∈ S then not necessarily e ∈ S. Indeed, consider the
L-subalgebra B(L) of the  Lukasiewicz algebra L from example 1.3.1, which has
axis e and verifies condition (1), while e /∈ S.
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Lemma 1.11.11. (L. Monteiro, [61]) If L is a  Lukasiewicz algebra with center
c and S is an L-subalgebra of L then the following conditions are equivalent:

a) S verifies if ∆x,∇x ∈ S, then x ∈ S.
b) c ∈ S.

Proof. a) implies b): Since ∆c = 0 and ∇c = 1 then by a) c ∈ S.

b) implies a): Since c is an axis of L belonging to S, then by the preceding

lemma, it clear that a) holds. �

Lemma 1.11.12. (L. Monteiro, [61]) If L is a  Lukasiewicz algebra with axis e
and S is an L-subalgebra of L verifying (1) B(L) ⊆ S and (2) e ∈ S, then S = L.

Proof. Given x ∈ L then ∆x,∇x ∈ B(L) so, by (1) and (2) we have that
x = (∆x ∨ e) ∧∇x ∈ S. �

Lemma 1.11.13. (L. Monteiro, [61]) If L is a  Lukasiewicz algebra with center
c and S is an L-subalgebra of L then LS(S, c) = L if and only if B(L) ⊆ S.

Proof. If LS(S, c) = L, since LS(S, c) = {x ∈ L : x = s1 ∧(s2 ∨c),where s1,
s2 ∈ S} then if b ∈ B(L) ⊆ L = LS(S, c) we have that b = s1 ∧ (s2 ∨ c), with
s1, s2 ∈ S so b = ∆b = ∆(s1 ∧ (s2 ∨ c)) = ∆s1 ∧ (∆s2 ∨∆c) = ∆s1 ∧ (∆s2 ∨0) =
∆s1 ∧∆s2 ∈ S.

If B(L) ⊆ S ⊆ LS(S, c), since c ∈ LS(S, c) then by Lemma 1.11.12, LS(S, c) =
L. �

In the IX Latin American Symposium on Mathematical Logic held in the Uni-
versidad Nacional del Sur in 1992, M. Abad, L. Monteiro, S. Savini and J. Sewald
[5] presented their determination of the number of subalgebras of a finite non
trivial  Lukasiewicz algebra L, the number of subisomorphic algebras to a given
subalgebra of L, the number of non isomorphic subalgebras of L, and a method
for constructing all the subalgebras of L.

1.12. Complete  Lukasiewicz algebras

A  Lukasiewicz algebra L is said to be complete if the underlying lattice L is
complete.

Lemma 1.12.1. (L.Monteiro, [61])If L is a  Lukasiewicz algebra with axis e
such that B(L) is a complete boolean algebra, then L is complete.

Proof. Given a subset F = {ai}i∈I ⊆ L consider these subsets of B(L):

F0 = {∆ai}i∈I and F1 = {∇ai}i∈I .

Since B(L) is complete, there exist the elements:

(1) a0 =
∧
i∈I

∆ai ∈ B(L) and (2) a1 =
∧
i∈I
∇ai ∈ B(L).

Consider the element (3) a = (a0 ∨ e) ∧ a1. We shall prove that a is the
infimum of the set F . From (3) it follows that (4) a ≤ a0 ∨ e and (5) a ≤ a1.

From (4) we obtain (6) ∆a ≤ ∆a0 ∨∆e = ∆a0 ∨ 0 = ∆a0 = (by (1)) = a0.
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From (1) we get that (7) a0 ≤ ∆ai for all i ∈ I, so from (6) and (7) we have
that (8) ∆a ≤ ∆ai for all i ∈ I.

From (5) we get (9) ∇a ≤ ∇a1 = (by (2))= a1. By (2) we have that (10)
a1 ≤ ∇ai for all i ∈ I, so from (9) and (10) it follows that (11) ∇a ≤ ∇ai for all
i ∈ I.

From (8) and (11) we conclude, by the corollary to Moisil’s determination
principle, (Corollary 1.4.2) that a ≤ ai for all i ∈ I.

We prove next that if x ∈ L verifies x ≤ ai, for all i ∈ I, then x ≤ a.
From x ≤ ai, for all i ∈ I, it follows that (12) ∆x ≤ ∆ai, for all i ∈ I, and

(13) ∇x ≤ ∇ai, for all i ∈ I.
Since ∆x,∇x ∈ B(L) then from (12) and (1) it follows that (14) ∆x ≤ a0 and

therefore ∆x ∨ e ≤ a0 ∨ e.
By (13) and (2) we have (15) ∇x ≤ a1 so from (14) and (15) it follows that

x = (∆x ∨ e) ∧∇x ≤ (a0 ∨ e) ∧ a1 = a. �

Corollary 1.12.2. If L is a  Lukasiewicz algebra with center such that B(L)
is a complete boolean algebra then L is complete.

Since every  Lukasiewicz algebra is in particular a De Morgan algebra then

Lemma 1.12.3. If L is a  Lukasiewicz algebra and there exists the supremum
(infimum) of a non-empty family {ai}i∈I of elements of L then there also exists
the infimum (the supremum) of the family {∼ ai}i∈I and furthermore∧

i∈I
∼ ai =∼

∨
i∈I
ai, and

∨
i∈I
∼ ai =∼

∧
i∈I
ai.

Lemma 1.12.4. If L is a  Lukasiewicz algebra, and there exists a =
∨
i∈I
ai then

there exists
∨
i∈I
∇ai and ∇a =

∨
i∈I
∇ai.

Proof. From a =
∨
i∈I
ai it follows that ai ≤ a for all i ∈ I so:

(i) ∇ai ≤ ∇a for all i ∈ I.

We prove now that (ii) If (1) ∇ai ≤ x for all i ∈ I then ∇a ≤ x.

From (1) it follows that ∇ai ≤ ∆x for all i ∈ I and since ai ≤ ∇ai for all
i ∈ I, we have that ai ≤ ∆x for all i ∈ I and therefore a =

∨
i∈I
ai ≤ ∆x, so

∇a ≤ ∆x ≤ x. From (i) and (ii) it follows that ∇a =
∨
i∈I
∇ai. �

Corollary 1.12.5. If L is a  Lukasiewicz algebra, {bi}i∈I ⊆ B(L) and there
exists b =

∨
i∈I
bi then b ∈ B(L).

Proof. ∇b = ∇(
∨
i∈I
bi) = (by Lemma 1.12.4) =

∨
i∈I
∇bi =

∨
i∈I
bi = b. �

Corollary 1.12.6. (L. Monteiro, [57]) If L is a complete  Lukasiewicz algebra,
then B(L) is a complete boolean algebra.

Lemma 1.12.7. (A. Monteiro, [44]) If L is a  Lukasiewicz algebra, and there
exists a =

∨
i∈I
ai and ∆ai = 0 for all i ∈ I then ∆a = 0.
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Proof. By hypothesis ∆ai = 0 for all i ∈ I, by Lemma 1.4.10 this is equiv-
alent to ai ≤∼ ai for all i ∈ I, then since every  Lukasiewicz algebra is a Kleene
algebra, we have that

ai = ai ∧ ∼ ai ≤ aj ∨ ∼ aj =∼ aj, for all i, j ∈ I,

and therefore (1) a =
∨
i∈I
ai ≤∼ aj for all j ∈ I. By Lemma 1.12.3, we know that

(2) ∼ a =
∧
i∈I
∼ ai. From (1) and (2) it follows that a ≤∼ a. Then, by Lemma

1.4.10, ∆a = 0. �

Lemma 1.12.8. (A. Monteiro, [44]) If L is a  Lukasiewicz algebra, and there
exists a =

∨
i∈I
ai then there also exists

∨
i∈I

∆ai and:

∆

(∨
i∈I

ai

)
=
∨
i∈I

∆ai.

Proof. The proof below is due to L. Monteiro, [61]. See also A. Monteiro
[45].

By hypothesis ai ≤ a for all i ∈ I so (i) ∆ai ≤ ∆a for all i ∈ I. We prove next:

(ii) If t ∈ L verifies ∆ai ≤ t for all i ∈ I, then ∆a ≤ t.

From (1) ∆ai ≤ t, for all i ∈ I it follows that (2) ∆ai ≤ ∆t, for all i ∈ I.
For each i ∈ I let (3) a

′
i =∼ ∆t ∧∆a ∧ ai, so by (i) and (2), we can deduce

that:
∆a

′

i =∼ ∆t ∧∆a ∧∆ai =∼ ∆t ∧∆ai ≤∼ ∆t ∧∆t = 0,

this is (4) ∆a
′
i = 0 for all i ∈ I.

By theorem 1.6.8, from (3) it follows that (5)
∨
i∈I
a
′
i =

∨
i∈I

(∼ ∆t ∧∆a ∧ ai) =

∼ ∆t ∧∆a ∧ (
∨
i∈I
ai) =∼ ∆t ∧∆a ∧ a =∼ ∆t ∧∆a.

By Lemma 1.12.7, from (4) and (5) it follows that ∆(
∨
i∈I
a
′
i) = 0, this is ∆(∼

∆t ∧∆a) = 0, so ∼ ∆t ∧∆a = 0 and therefore ∆a ≤ ∆t ≤ t. �

As a consequence of the previous results we have

Lemma 1.12.9. If in a  Lukasiewicz algebra L there exists
∧
i∈I
yi, then there

also exist
∧
i∈I
∇yi,

∧
i∈I

∆yi and furthermore

∧
i∈I
∇yi = ∇

(∧
i∈I
yi

)
and

∧
i∈I

∆yi = ∆

(∧
i∈I
yi

)
.

Given a  Lukasiewicz algebra L, consider the set A(L) = {x ∈ L : ∆x = 0},
this is a non-empty set since 0 ∈ A(L).

Lemma 1.12.10. (A. Monteiro (1969)) If L is a  Lukasiewicz algebra with axis
e, then e is an upper bound of A(L).

Proof. Since L has axis then y = (∆y ∨e) ∧∇y, for all y ∈ L. Let x ∈ A(L),
this is ∆x = 0, so x = (∆x ∨ e) ∧∇x = (0 ∨ e) ∧∇x = e ∧∇x ≤ e. �
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Lemma 1.12.11. (A. Monteiro (1969)) If L is a  Lukasiewicz algebra and
e ∈ A(L) is an upper bound of the set A(L) then e is an axis of L.

Proof. By hypothesis we have that (1) ∆e = 0 and (2) if ∆x = 0 then x ≤ e.
We prove now that:

(i) If x ≤∼ ∇e then ∆x = x, this is x ∈ B(L).

If x ≤∼ ∇e then (3) x∧ ∼ x ≤ x ≤∼ ∇e. Since ∆(x∧ ∼ x) = 0 then
by (2) it follows that (4) x∧ ∼ x ≤ e ≤ ∇e. From (3) and (4) it follows that
x∧ ∼ x ≤∼ ∇e ∧ ∇e = 0, this is x∧ ∼ x = 0 and therefore x∨ ∼ x = 1, which
proves that x ∈ B(L), this is ∆x = x.

From x∧ ∼ ∇e ≤∼ ∇e it follows by (i) that:

(ii) ∆(x∧ ∼ ∇e) = x∧ ∼ ∇e.

(iii) x = ∆x ∨ (x ∧∇e), for all x ∈ L.
Indeed x = x ∧ 1 = x ∧ (∇e∨ ∼ ∇e) = (x ∧ ∇e) ∨ (x∧ ∼ ∇e) = (by (ii)) =
(x ∧ ∇e) ∨ (∆x∧ ∼ ∇e) = (x ∨ ∆x) ∧ (x∨ ∼ ∇e) ∧ (∇e ∨ ∆x) ∧ 1 =
x ∧ (x∨ ∼ ∇e) ∧ (∇e ∨∆x) = x ∧ (∇e ∨∆x) = (x ∧∇e) ∨∆x.

(iv) ∆x ∨ (e ∧∇x) = ∆x ∨ (x ∧∇e), for all x ∈ L.

This follows from considering (5) ∆(∆x ∨ (e ∧ ∇x)) = ∆x ∨ (∆e ∧ ∇x) =
∆x ∨ (0 ∧∇x) = ∆x.

(6) ∆(∆x ∨ (x ∧∇e)) = ∆x ∨ (∆x ∧∇x) = ∆x.
(7) ∇(∆x ∨ (e ∧∇x)) = ∆x ∨ (∇e ∧∇x) = ∇(∆x ∨ (x ∧∇e)).
From (5), (6) and (7), by Moisil’s determination principle it follows that (iv)

holds, and from (iii) and (iv) we have that

(8) x = ∆x ∨ (e ∧∇x),

From (1) and (8) it follows by Lemma 1.4.6 that e is an axis of L. �

Theorem 1.12.12. (A. Monteiro (1969)) Every complete  Lukasiewicz algebra
L has an axis.

Proof. Let A(L) = {ei}i∈I , this is (1) ∆ei = 0 for all i ∈ I. Since L is a
complete lattice then there exists (2) e =

∨
i∈I
ei. From (1) and (2) it follows by

Lemma 1.12.7 that ∆e = ∆

(∨
i∈I
ei

)
=
∨
i∈I

∆ei = 0. So e ∈ A(L) and by (2), it is

an upper bound for A(L), and by the preceding Lemma e is the axis of L. �

Corollary 1.12.13. Every finite  Lukasiewicz algebra has an axis.

We indicate now an example of a  Lukasiewicz algebra without axis. Consider
the set N of the natural numbers and the  Lukasiewicz algebra T = {0, c, 1} from
Example 1.2.3. Let L = TN be the set of all the functions from N to T, algebrized
componentwise. We denote with 0 the bottom element of this  Lukasiewicz algebra,
this is, 0(x) = 0 for all x ∈ N. Let S be the set of all the functions f : N → T
such that f(x) = c for x ∈ F ⊂ N, where F is finite or empty. Clearly S is an
L-subalgebra of L.
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Consider A(S) = {f ∈ S : ∆f = 0}. Then f ∈ A(S) ⇐⇒ f(x) ∈ {0, c} for
all x ∈ N. The set A(S) does not have a top element. If f ∈ A(S) then there
exists a finite part F ⊂ N such that

f(x) =

{
0 for x /∈ F
c for x ∈ F.

Let y ∈ N \ F and h : N→ T be defined by

h(x) =

{
0 for x /∈ F ∪ {y}
c for x ∈ F ∪ {y}.

Then h ∈ A(S) and f < h, so A(S) does not have a top element and therefore
S has no axis.



CHAPTER 2

Homomorphisms, deductive systems and quotients

2.1. Homomorphisms

Definition 2.1.1. A function h from a  Lukasiewicz algebra A to a  Lukasiewicz
algebra A′ is said to be a homomorphism from A to A′, if the following conditions
hold:

H1) h(x ∨ y) = h(x) ∨ h(y),
H2) h(∼ x) =∼ h(x),
H3) h(∇x) = ∇h(x).

If h is surjective we say that h is an epimorphism and if h is bijective, we say
that h is an isomorphism.

We say that a  Lukasiewicz algebra A′ is a homomorphic image of a  Lukasiewicz
algebra A if there exists an epimorphism from A to A′. If h is one to one as well,
we say that A is isomorphic to A′ and write A ∼= A′.

The next lemma is proved without difficulty.

Lemma 2.1.2. If h : A→ A′ is a homomorphism then:

H4) h(x ∧ y) = h(x) ∧ h(y),
H5) h(1) = 1,
H6) h(0) = 0,
H7) h(x→ y) = h(x)→ h(y),
H8) h(x� y) = h(x)� h(y),
H9) h(x⇒ y) = h(x)⇒ h(y),

H10) h(∆x) = ∆h(x),
H11) h(∂x) = ∂h(x),
H12) h(Ext x) = Ext h(x)

It is also easy to prove:

Lemma 2.1.3. If L and L′ are  Lukasiewicz algebras and h is a homomorphism
from L to L′ then h(B(L)) ⊆ B(L′) and the restriction h′ of h to B(L) is a boolean
homomorphism from B(L) to B(L′).

The main goal of this section is the determination of the homomorphic images
of a  Lukasiewicz algebra L by means of an intrinsic construction on the algebra
itself.

If L is a  Lukasiewicz algebra then idL is a surjective homomorphism, so L is a
homomorphic image of L. If L′ is a  Lukasiewicz algebra with a single element, L′ =
{1′} then the map h : L → L′ defined by h(x) = 1′, for all x ∈ L, is a surjective
homomorphism so L′ is a homomorphic image of L. These two homomorphic
images of L are called the trivial images of L.

49
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If h : A→ A′ is a homomorphism, the kernel of h is the set:

Ker(h) = h−1(1) = {a ∈ A : h(a) = 1}.

It is clear that this set has the following properties:

D1) 1 ∈ Ker(h),
D2) If a, a→ b ∈ Ker(h), then b ∈ Ker(h).

Lemma 2.1.4. If A and A′ are  Lukasiewicz algebras and h is a homomorphism
from A to A′, then h(a) = h(b) if and only if a � b ∈ Ker(h) and b � a ∈
Ker(h).

Proof. h(a � b) = h(a) � h(b) = h(a) � h(a) = 1 so a � b ∈ Ker(h).
Analogously, from h(b� a) = 1 it follows that b� a ∈ Ker(h).

Conversely, if a � b ∈ Ker(h) and b � a ∈ Ker(h) then 1 = h(a � b) =
h(a)� h(b) and 1 = h(a� b) = h(a)� h(b), so by property IC13) from section
1.5 we have that h(a) = h(b). �

Definition 2.1.5. A part D of a  Lukasiewicz algebra L is said to be a deduc-
tive system if

D1) 1 ∈ D,
D2) If a, a→ b ∈ D, then b ∈ D (modus ponens).

Definition 2.1.6. A part F of a  Lukasiewicz algebra L is said to be a filter
if

F1) F 6= ∅,
F2) if a, b ∈ F , then a ∧ b ∈ F ,
F3) if a ∈ F and a ≤ b then b ∈ F .

Lemma 2.1.7. Every deductive system D of a  Lukasiewicz algebra L is a filter
of L.

Proof. The properties of the operation → that we will cite were proved in
section 1.5.

We prove first that if D is a deductive system then :

D3) If b ∈ D then a→ b ∈ D for all a ∈ L.

Indeed, from b ∈ D and by property ID5) we know that b → (a → b) = 1, so
from D1) and D2) it follows that a→ b ∈ D.

F1) D 6= ∅.
Obvious, given that 1 ∈ D.

F2) If a, b ∈ D, then a ∧ b ∈ D.
By property ID8) we know that a→ (a ∧ b) = a→ b. Since b ∈ D it

follows by D3) that a → b ∈ D, this is a → (a ∧ b) ∈ D, so since a ∈ D
it follows by D2) that a ∧ b ∈ D.

F3) If a ∈ D and a ≤ b then b ∈ D.
From a ≤ b, it follows by ID6) that 1 = a → a ≤ a → b, so a → b =

1 ∈ D and since a ∈ D it follows by D2 that b ∈ D.

�
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Note that there exist filters that are not deductive systems. Indeed, in the
 Lukasiewicz algebra T from Example 1.2.3, [c) = {c, 1} is a filter but not a
deductive system since c ∈ [c), c→ 0 = 1 ∈ [c) and 0 /∈ [c).

Definition 2.1.8. A filter F of a  Lukasiewicz algebra L is said to be a ∆-filter
if it verifies: If f ∈ F then ∆f ∈ F .

Lemma 2.1.9. A subset D of a  Lukasiewicz algebra L is a deductive system
if and only if D is a ∆-filter.

Proof. We already know that every deductive system is a filter. Let d ∈ D,
so since by ID13), d→ ∆d = 1 and 1 ∈ D it follows by D2) that ∆d ∈ D.

Assume now that (1) D is a ∆-filter of L so 1 ∈ D. If (2) a ∈ D and (3)
a → b ∈ D then from (2) and (1) it follows that (4) ∆a ∈ D. Then since D is
a filter, from (4) and (3): ∆a ∧ (a → b) ∈ D. But ∆a ∧ (a → b) = ∆a ∧ (∇ ∼
a∨ b) = (∆a∧∇ ∼ a)∨ (∆a∧ b) = 0∨ (∆a∧ b) = ∆a∧ b, this is ∆a∧ b ∈ D and
since ∆a ∧ b ≤ b, it follows that b ∈ D because D is a filter. �

We consider now a notion introduced by H. Rasiowa in her study of Nelson
algebras [72] which we can also define in  Lukasiewicz algebra.

Definition 2.1.10. A subset D of a  Lukasiewicz algebra L is called a special
filter of the first kind if it verifies:

R1) D 6= ∅,
R2) If a, b ∈ D then a ∧ b ∈ D,
R3) If a ∈ D and a→ b = 1 then b ∈ D.

Lemma 2.1.11. A subset D of a  Lukasiewicz algebra L is a deductive system
if and only if D is a special filter of the first kind.

Proof. We begin with the observation that a special filter of the first kind is
a filter. It will be enough to prove that if (1) a ∈ D and (2) a ≤ b then b ∈ D.
From (2) it follows by ID6) that 1 = a→ a ≤ a→ b, so (3) a→ b = 1 ∈ D, and
so from (1) and (3) it follows by R3) that b ∈ D.

If D is a deductive system then the conditions R1), R2) and R3) are clearly
satisfied.

Assume now that D is a special filter of the first kind. From R1) it follows
that there exists d ∈ D, so since d → 1 = 1 it follows by R3) that 1 ∈ D. We
prove now that D2) holds, this is:

If a, a→ b ∈ D then b ∈ D.
From the hypothesis it follows by R2) that (4) (a → b) ∧ a ∈ D. But (5)
((a → b) ∧ a) → b = (by ID10)) = (a → b) → (a → b) = 1, so from (4)
and (5) it follows by R3) that b ∈ D.

We can also point out this proof: we already saw that D is a filter. If a ∈ D
then since a → ∆a = 1 it follows by R3) that D is a ∆-filter and therefore a
deductive system. �

Now we study another notion of deductive system.
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We say that a part D of a  Lukasiewicz algebra L is a contraposed deductive
system if

Cd1) 1 ∈ D,
Cd2) If a, a� b ∈ D, then b ∈ D.

Lemma 2.1.12. A subset D of a  Lukasiewicz algebra L is a deductive system
if and only if D is a contraposed deductive system.

Proof. Assume that D verifies D1) and D2), so Cd1) holds. Assume that
a, a� b ∈ D. Since a� b = (a → b) ∧ (∼ b →∼ b) ≤ a → b and D is a filter,
then a→ b ∈ D and since a ∈ D, it follows by D1) that b ∈ D.

Assume now that D verifies Cd1) and Cd2), so D1) holds. Assume also that (1)
a ∈ D and (2) a→ b ∈ D. We saw in Lemma 1.5.6 that (3) a→ b = a� (a� b)
so from (1) and (3) it follows by Cd2) that (4) a� b ∈ D, and from (1) and (4)
it follows by Cd2) that b ∈ D. �

We see thus that both implications→ and� give raise to the same deductive
systems.

Lemma 2.1.13. For a filter D to be a deductive system it is necessary and
sufficient that the condition C4) If a, a� b =∼ a ∨ b ∈ D then b ∈ D holds.

Proof. Assume that the filter D is a deductive system and that (1) a ∈ D
and (2) a� b =∼ a ∨ b ∈ D. Then since D is a filter, a ∧ (∼ a ∨ b) ∈ D, but

a ∧ (∼ a ∨ b) = (a∧ ∼ a) ∨ (a ∧ b) = (a ∧∇ ∼ a) ∨ (a ∧ b) =

a ∧ (∇ ∼ a ∨ b) = a ∧ (a→ b),

so a ∧ (∼ a ∨ b) ∈ D and since a ∧ (∼ a ∨ b) ≤ a→ b it follows, given that D is a
filter, that (3) a→ b ∈ D. From (1) and (3) it follows that since D is a deductive
system, b ∈ D.

Assume now that D is a filter verifying condition C4). Since D is a filter then
D1) 1 ∈ D holds. Let us check that D2) holds, this is that if (4) a ∈ D and (5)
a→ b ∈ D then b ∈ D. Indeed from (4) and (5) it follows that since D is a filter
a ∧ (a → b) ∈ D, but a ∧ (a → b) = a ∧ (∇ ∼ a ∨ b) = (a ∧ ∇ ∼ a) ∨ (a ∧ b) =
(a∧ ∼ a) ∨ (a ∧ b) = a ∧ (∼ a ∨ b). Therefore (6) a ∧ (∼ a ∨ b) ∈ D, and since (7)
a ∧ (∼ a ∨ b) ≤∼ a ∨ b then from (6) and (7) it follows that a� b =∼ a ∨ b ∈ D
because D is a filter, so by C4), b ∈ D. �

If X is a subset of a  Lukasiewicz algebra L we write ∆X = {∆x : x ∈ X} and
∇X = {∇x : x ∈ X}.

We are going to point out next the relations existing between the deductive
systems of a  Lukasiewicz algebra L and the filters of the boolean algebra B(L).

Lemma 2.1.14. If D is a deductive system of L, D∩B(L) is a filter of B(L)
and D ∩B(L) = ∆D = ∇D.

Proof. F1) 1 ∈ D ∩B(L). Immediate since 1 ∈ D,B(L).
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F2) Assume that x, y ∈ D ∩ B(L), this is (1) x, y ∈ D and (2) x, y ∈ B(L).
From (1) it follows, since D is a filter that (3) x∧ y ∈ D, and from (2) it
follows that (4) x ∧ y ∈ B(L) because B(L) is a boolean algebra. From
(3) and (4) we conclude that x ∧ y ∈ D ∩B(L).

F3) Assume that (5) x ∈ D∩B(L) and (6) y ∈ B(L) are such that (7) x ≤ y.
From (5) it follows that in particular (8) x ∈ D, so from (7) and (8), we
get (9) y ∈ D because D is a filter, and from (9) and (6) y ∈ D ∩B(L).

Let f ∈ D∩B(L), this is (10) f ∈ D and (11) f ∈ B(L). From (11) it follows
that ∆f = f , so by (10) we have that f ∈ ∆D. Assume now that f ∈ ∆D,
so f = ∆d with d ∈ D, and since D is a deductive system, hence a ∆-filter, we
have that ∆d ∈ D and since ∆d ∈ B(L) we have that f = ∆d ∈ D ∩ B(L).
Analogously one can prove that D ∩B(L) = ∇D. �

Recall the following results from lattice theory:

Lemma 2.1.15. If R is a distributive lattice, with bottom element 0 and top
element 1, X ⊆ R then

a) the filter generated by X is the set

F (X) =

{
y ∈ R : there exists x1, x2, . . . , xn ∈ X such that

n∧
i=1

xi ≤ y

}
.

b) If the set X verifies F2) “x ∧ y ∈ X for all x, y ∈ X,” then

F (X) = {y ∈ R : there exists x ∈ X such that x ≤ y}.

If 0 /∈ X then F (X) is a proper filter of R.

Lemma 2.1.16. If L is a  Lukasiewicz algebra and X is a subset of B(L)
verifying condition F2) in the previous lemma then F (X) is a ∆-filter.

Proof. Since X verifies condition F2) then by Lemma 2.1.15 b), if y ∈ F (X)
then there exists x ∈ X such that (3) x ≤ y. Since x ∈ X ⊆ B(L) we have that
(4) ∆x = x, then by (3) and (4) it follows that x = ∆x ≤ ∆y, so by Lemma
2.1.15 b), we have that ∆y ∈ F (X). �

Corollary 2.1.17. If Q is a filter of L then F (∆Q) and F (∇Q) are ∆-filters
of L.

Proof. Let x, y ∈ ∆Q, so x = ∆q1, y = ∆q2, where q1, q2 ∈ Q, then x ∧ y =
∆(q1 ∧ q2) and since q1 ∧ q2 ∈ Q, we have that x ∧ y ∈ ∆Q. By Lemma 2.1.16,
F (∆Q) is a ∆-filter of L. In a similar way, we can prove that F (∇Q) is a ∆-filter
de L. �

Lemma 2.1.18. If Q is a filter of L then B(L) ∩Q ⊆ F (∇Q).

Proof. If b ∈ B(L) ∩Q then b = ∇b ∈ ∇Q ⊆ F (∇Q). �

We denote by D(L) and F(B(L)) the sets of all the deductive systems of L
and all the filters of the boolean algebra B(L), respectively.
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Lemma 2.1.19. The transformation α : D(L)→ F(B(L)) defined by α(D) =
D ∩ B(L) is an order isomorphism from the poset (D(L),⊆) to the poset
(F(B(L)),⊆) and α−1(Q) = F (Q) where Q ∈ F(B(L)).

Proof. We already saw in Lemma 2.1.14 that if D ∈ D(L) then α(D) =
D ∩B(L) ∈ F(B(L)).

1) If D1, D2 ∈ D(L) are such that D1 ⊆ D2 then α(D1) ⊆ α(D2).
It is immediate to check this property.

2) F (∆D) = F (D ∩B(L)) = D.
By Lemma 2.1.14 we know that ∆D = D ∩B(L).
If D ∈ D(L) then D ∩ B(L) ⊆ D and therefore F (D ∩ B(L)) ⊆

F (D) = D. If d ∈ D then ∆d ∈ D ∩B(L) ⊆ F (D ∩B(L)) so given that
∆d ≤ d, we have that d ∈ F (D ∩B(L)).

3) α is surjective.
Indeed, for each Q ∈ F(B(L)), since Q verifies condition F2), we have

by Lemma 2.1.16 that F (Q) is a ∆-filter and therefore F (Q) ∈ D(L).
Then α(F (Q)) = F (Q) ∩ B(L). Since Q ⊆ B(L), then Q = Q ∩ B(L) ⊆
F (Q)∩B(L). Conversely, if y ∈ F (Q)∩B(L) in particular y ∈ F (Q), so
by Lemma 2.1.15 there exists x ∈ Q such that x ≤ y, and since y ∈ B(L)
we have that (1) ∇x ≤ ∇y = y. From x ∈ Q and x ≤ ∇x it follows that
(2) ∇x ∈ Q. From (1) and (2) we obtain y ∈ Q, so F (Q) ∩ B(L) ⊆ Q,
and therefore α(F (Q) ∩B(L)) = Q.

4) If D1, D2 ∈ D(L) are such that α(D1) ⊆ α(D2) then D1 ⊆ D2.
By hypothesis D1∩B(L) ⊆ D2∩B(L), so by 2) D1 = F (D1∩B(L)) ⊆

F (D2 ∩B(L)) = D2.

We have proved that α is an order isomorphism.
If Q ∈ F(B(L)) then α(F (Q)) = F (Q) ∩ B(L). We prove now that F (Q) ∩

B(L) = Q. Indeed, since Q ⊆ F (Q) then if h ∈ Q ⊆ B(L), we have that
h ∈ F (Q)∩B(L). Conversely if x ∈ F (Q)∩B(L) then there exists t ∈ Q ⊆ B(L)
such that t ≤ x, and t = ∆t. Then t = ∆t ≤ ∆x. Since Q is a filter of B(L), it
follows that ∆x ∈ Q, and since x ∈ B(L), ∆x = x then x ∈ Q.

Thus α(F (Q)) = F (Q) ∩ B(L) = Q and since α is a bijection, we have that
F (Q) = α−1α(F (Q)) = α−1(Q). �

2.2. Quotient algebras

We shall indicate now a construction on a  Lukasiewicz algebra L that deter-
mines all its homomorphic images.

Lemma 2.2.1. If D is a deductive system of a  Lukasiewicz algebra L and
d ∈ D then x� d ∈ D for all x ∈ L.

Proof. Since d ≤ x� d =∼ x ∨ d ∨ (∇ ∼ x ∧ ∇d), d ∈ D and D is a filter
then x� d ∈ D. �

Given a deductive system D of a  Lukasiewicz algebra L and a, b ∈ L,
we write a ≡ b (mod D) to indicate that: Co1) a� b ∈ D and b� a ∈ D.
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Lemma 2.2.2. For a ≡ b (mod D) to hold it is necessary and sufficient that
any of the following conditions are satisfied:

Co1) (a� b) ∧ (b� a) ∈ D,
Co2) a→ b,∼ b→∼ a, b→ a,∼ a→∼ b ∈ D,
Co3) There exists d ∈ D such that a ∧ d = b ∧ d.

Proof. Co1) is equivalent to Co2):

Since by definition a � b = (a → b) ∧ (∼ b →∼ a) and D is a filter then
a � b ∈ D is equivalent to a → b,∼ b →∼ a ∈ D, and in the same fashion,
b� a ∈ D is equivalent to b→ a,∼ a→∼ b ∈ D.

Co3) implies Co1):

Assume that there exists d ∈ D such that a ∧ d = b ∧ d then b � (a ∧ d) =
b� (b ∧ d) so by IC9) and IC3),

(b� a) ∧ (b� d) = (b� b) ∧ (b� d) = 1 ∧ (b� d) = b� d

this is (1) b � d ≤ b � a. But as d ∈ D, it follows by Lemma 2.2.1 that (2)
b� d ∈ D, so from (1) and (2) it follows, since D is a filter, that (3) b� a ∈ D.
Analogously, from a� (a ∧ d) = a� (b ∧ d) it follows that (4) a� b ∈ D and
from (3) and (4) we conclude Co1).

Co1) implies Co3):

Assume now that Co1) holds, so since D is a ∆-filter we have that d = ∆((a�
b) ∧ (b� a)) ∈ D, this is

(5) d = (∇ ∼ a ∨∆b) ∧ (∇b ∨∆ ∼ a) ∧ (∇ ∼ b ∨∆a) ∧ (∇a ∨∆ ∼ b)

and calculating we get that

d = (∇ ∼ a ∧∇ ∼ b ∧∇a ∧∇b) ∨ (∆ ∼ a ∧∆ ∼ b) ∨ (∆a ∧∆b).

Then, since d ∈ B(L),

∆(d ∧ a) = ∆d ∧∆a = d ∧∆a = 0 ∨ 0 ∨ (∆a ∧∆b) = ∆a ∧∆b = ∆(a ∧ b).
Analogously one proves that ∆(d ∧ b) = ∆(a ∧ b) and therefore:
(6) ∆(d ∧ a) = ∆(d ∧ b).
From (5) it follows that

∇(d ∧ a) = ∇d ∧∇a = d ∧∇a = (∇ ∼ a ∧∇ ∼ b ∧∇a ∧∇b) ∨ 0 ∨ (∆a ∧∆b),

and that

∇(d ∧ b) = ∇d ∧∇b = d ∧∇b = (∇ ∼ a ∧∇ ∼ b ∧∇a ∧∇b) ∨ 0 ∨ (∆a ∧∆b).

Thus (7) ∇(d ∧ a) = ∇(d ∧ b).
From (6) and (7) it follows by Moisil’s determination principle that a∧d = b∧d

and since d ∈ D, we have proved that Co3) holds. �

Technically condition Co3) is simpler than the others.

We prove now that ≡ is an equivalence relation, and we shall use condition
Co3) for doing so.

Eq1) a ≡ a (mod D).

Since 1 ∈ D and a ∧ 1 = a ∧ 1 Eq1) holds.
It is clear that
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Eq2) If a ≡ b (mod D) then b ≡ a (mod D).

Eq3) If a ≡ b (mod D) and b ≡ c (mod D) then a ≡ c (mod D).
By hypothesis there exist d1, d2 ∈ D such that a ∧ d1 = b ∧ d1 and b ∧ d2 =

c ∧ d2 so a ∧ d1 ∧ d2 = b ∧ d1 ∧ d2 and b ∧ d2 ∧ d1 = c ∧ d2 ∧ d1 and therefore
a ∧ d1 ∧ d2 = c ∧ d1 ∧ d2 and since d1 ∧ d2 ∈ D then Eq3) holds.

If we use condition Co1) then the proofs are as follows:
Eq1) Since by IC3) a� a = 1 then a ≡ a (mod D).

It is clear that Eq2) holds.

Eq3) By hypothesis (1) a� b ∈ D, (2) b� a ∈ D, (3) b� c ∈ D, and (4)

c� b ∈ D. By IC10) we know that

(5) (a� b)� ((b� c)� (a� c)) = 1 ∈ D.
Then from (1) and (5) it follows by D2) (modus ponens) that

(6) (b� c)� (a� c) ∈ D.
From (6) and (3) it follows again by D2) that

(7) a� c ∈ D.
In a similar fashion, from

(c� b)� ((b� a)� (c� a)) = 1 ∈ D.
Using (4) and (2) it follows that

(8) c� a ∈ D.
We prove now that the relation “≡” is compatible with all the operations,

using condition Co3).

Eq4) If a ≡ b (mod D) then ∼ a ≡∼ b (mod D).
By hypothesis there exists d ∈ D such that a ∧ d = b ∧ d, so ∼ a∨ ∼ d =∼

b∨ ∼ d and therefore (∼ a∨ ∼ d)∧∆d = (∼ b∨ ∼ d)∧∆d, this is (∼ a∧∆d)∨ (∼
d ∧ ∆d) = (∼ b ∧ ∆d) ∨ (∼ d ∧ ∆d) and since ∼ d ∧ ∆d = 0 we have that
∼ a ∧∆d =∼ b ∧∆d, so since ∆d ∈ D it follows that ∼ a ≡∼ b (mod D).

Eq5) If a ≡ b (mod D) then ∇a ≡ ∇b (mod D).

By hypothesis there exists d ∈ D such that a∧d = b∧d, so ∇(a∧d) = ∇(b∧d),
this is ∇a ∧ ∇d = ∇b ∧ ∇d then since d ≤ ∇d, d ∈ D and D is a filter we have
that ∇d ∈ D, hence ∇a ≡ ∇b (mod D).

Eq6) If a ≡ a′ (mod D) and b ≡ b′ (mod D) then a ∨ b ≡ a′ ∨ b′ (mod D).

By hypothesis there exist d1, d2 ∈ D such that a ∧ d1 = a′ ∧ d1 and b ∧ d2 =
b′ ∧ d2, so a ∧ d1 ∧ d2 = a′ ∧ d1 ∧ d2 and b ∧ d2 ∧ d1 = b′ ∧ d2 ∧ d1 and therefore
(a∨b)∧d1∧d2 = (a′∨b′)∧d1∧d2 and since d1∧d2 ∈ D it follows that a∨b ≡ a′∨b′
(mod D).

The relation “≡” is compatible with ∧, as an immediate consequence of the
De Morgan laws and the fact that “≡” is compatible with ∼ and ∨.

Next we present a different proof based on condition Co1).
Eq4) By hypothesis a� b ∈ D and b� a ∈ D, so since by IC16)

∼ a�∼ b = b� a and ∼ b�∼ a = a� b

it follows immediately that ∼ a ≡∼ b (mod D).
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Eq5) By hypothesis a� b ∈ D and b� a ∈ D, then (1) ∆(a� b) ∈ D and

(2) ∆(b� a) ∈ D.
By IC11) we know that (3) ∆(a� b)� (∇a� ∇b) = 1 ∈ D so from (3) and

(1) it follows that ∇a� ∇b ∈ D. In a similar way one proves ∇b� ∇a ∈ D.

We prove now: (A) If a ≡ a′ (mod D) then a ∨ b ≡ a′ ∨ b (mod D).
Indeed:

(a ∨ b)� (a′ ∨ b) = (∼ a∧ ∼ b) ∨ a′ ∨ b ∨ (∇ ∼ a ∧∇ ∼ b ∧ (∇a′ ∨∇b)) =

(∼ a∧ ∼ b) ∨ a′ ∨ b ∨ (∇ ∼ a ∧∇ ∼ b ∧∇a′) ∨ (∇ ∼ a ∧∇ ∼ b ∧∇b)) =

(∼ a∧ ∼ b)∨a′∨[((∇ ∼ a∧∇a′)∨b)∧(∇ ∼ b∨b)]∨[((∇ ∼ a∧∇b)∨b)∧(∇ ∼ b∨b)] =

(∼ a∧ ∼ b) ∨ a′ ∨ (∇ ∼ a ∧∇a′) ∨ b ∨ (∇ ∼ a ∧∇b) ∨ b =

(∼ a∧ ∼ b) ∨ a′ ∨ (∇ ∼ a ∧∇a′) ∨ b ∨ (∇ ∼ a ∧∇b) =

[(∼ a∨∇ ∼ a)∧ (∼ a∨∇b)∧ (∼ b∨∇ ∼ a)∧ (∼ b∨∇b)]∨a′∨b∨ (∇ ∼ a∧∇a′) =

[∇ ∼ a ∧ (∼ a ∨∇b) ∧ (∼ b ∨∇ ∼ a)] ∨ a′ ∨ b ∨ (∇ ∼ a ∧∇a′) =

[∇ ∼ a ∧ (∼ a ∨∇b)] ∨ a′ ∨ b ∨ (∇ ∼ a ∧∇a′) ≥
∼ a ∨ a′ ∨ (∇ ∼ a ∧∇a′) = a� a′

and since a � a′ ∈ D, from the preceding inequality it follows that (a ∨ b) �
(a′ ∨ b) ∈ D. In a similar fashion one proves that (a′ ∨ b)� (a ∨ b) ∈ D.

Eq6) From a ≡ a′ (mod D) it follows by (A) that a ∨ b ≡ a′ ∨ b (mod D) and

from b ≡ b′ (mod D) it follows that b ∨ a′ ≡ b′ ∨ a′ (mod D), so a ∨ b ≡ a′ ∨ b′
(mod D).

Recall (see for instance [66]) that if E,E ′ are non-empty sets and f is a
function from E to E ′ then the following relation, defined on E:

a, b ∈ E, aRfb iff f(a) = f(b)

is an equivalence relation. We represent by C(a) the equivalence of a with respect
to Rf , this is:

C(a) = {b ∈ E : bRfa} = {b ∈ E : f(b) = f(a)}.

Recall that if R is an equivalence relation over a set E, the quotient set of E
by R is the set of all the equivalence classes with respect to R. This set is denoted
by E/R.

Consider the transformation ϕ : E → E/R defined by ϕ(x) = C(x). It is well
known that ϕ is well defined since if x = y then ϕ(x) = C(x) = C(y) = ϕ(y).
Furthermore, ϕ is surjective, since given x′ ∈ E/R this is, x′ = C(x) with x ∈ E,
then ϕ(x) = C(x) = x′. Therefore E/R is an image of E by means of ϕ.

ϕ is called the canonical transformation (“according to the rules”) or natural
transformation from E onto E/R.

We shall prove that every image of E may be obtained this way, this is, con-
sidering an equivalence relation R over E and constructing the quotient set E/R.
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Lemma 2.2.3. If f1 : E → E1, f2 : E → E2, f1(E) = E1, and Rf1 ⊆ Rf2,
(this is, aRf1b⇒ aRf2b) then there exists a unique function h from E1 to E2 such
that h ◦ f1 = f2. If f2(E) = E2 then h is surjective.

This is a standard algebraic construction and we just recall how the function
h is defined. Given a1 ∈ E1 = f1(E), we have that a1 = f1(a) with a ∈ E and
thus f2(a) = a2 ∈ E2. Then h(a1) is defined to be a2 = f2(a).

Lemma 2.2.4. If f1(E) = E1, f2(E) = E2, and Rf1 = Rf2, then E1 and E2

have the same cardinality.

Lemma 2.2.5. If f(E) = E1 then E ′ = E/Rf has the same cardinality as E1.

Therefore, all the images of a non-empty set E are obtained (up to a bijection)
considering equivalence relations R on E and constructing E/R, since: 1) if R is
an equivalence relation on E then E ′ = E/R is a image of E and 2) if E ′ is an
image of E there exists an equivalence relation R defined on E such that E ′ has
the same cardinality as E/R.

Given a deductive system D of a  Lukasiewicz algebra L, the quotient set of L
by the congruence “≡” is denoted by A/≡ or A/D. For each x ∈ L, we denote
CD(x) = {y ∈ L : y ≡ x} or simply by C(x) the equivalence class containing the
element x.

If x, y ∈ L and we algebrize the set A/D by

(1) C(x) ∨ C(y) = C(x ∨ y); (2) C(x) ∧ C(y) = C(x ∧ y)

(3) ∼ C(x) = C(∼ x); (4) ∇C(x) = C(∇x); (5) 1′ = C(1)

then as we proved above, the system (A′ = A/D, 1′,∇,∼,∨,∧) is a  Lukasiewicz
algebra which we denominate the quotient algebra of L by D.

Clearly the transformation h : A → A/D defined by h(a) = C(a) is a homo-
morphism, called the natural homomorphism, from A onto A/D, and which has
D as its kernel. Indeed, let N = h−1(1′). We prove that N = D. If x ∈ N then
C(x) = h(x) = 1′ = C(1), so x ≡ 1 and therefore there exists d ∈ D such that
x ∧ d = 1 ∧ d this is x ∧ d = d hence d ≤ x, so since d ∈ D and D is a filter, we
have that x ∈ D. Conversely let d ∈ D then since d ∧ d = 1 ∧ d it follows that
d ≡ 1 (mod D), so d ∈ C(1) = 1′ this is h(d) = 1′, then d ∈ N .

Lemma 2.2.6. Let L,L1, L2 be  Lukasiewicz algebras, and let h1 : L → L1,
h2 : L → L2 be homomorphisms such that h1(L) = L1, and Ker(h1) ⊆ Ker(h2).
Then there exists a homomorphism h : L1 → L2. If furthermore h2(L) = L2, then
L2 is a homomorphic image of L1.

Proof. Ker(h1) ⊆ Ker(h2), is equivalent to Rh1 ⊆ Rh2 , so by Lemma 2.2.3
the transformation h : L1 → L2 defined by h(a1) = h2(a), where h1(a) = a1 is a
function from L1 to L2 that verifies h ◦ h1 = h2 and h is the unique one in those
conditions. Let us prove that in this case h is a homomorphism.

H1) h(a1 ∨ b1) = h(a1) ∨ h(b1).
Let a, b ∈ L be such that h1(a) = a1, h1(b) = b1 then h(a1) ∨ h(b1) =

h(h1(a)) ∨ h(h1(b)) = h2(a) ∨ h2(b) = h2(a ∨ b) = (h ◦ h1)(a ∨ b) =
h(h1(a ∨ b)) = h(h1(a) ∨ h1(b)) = h(a1 ∨ b1).
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H2) h(∼ a1) = h(∼ h1(a)) = h(h1(∼ a)) = h2(∼ a) =∼ h2(a) =∼ ((h ◦
h1)(a)) =∼ (h(h1(a)) =∼ h(a1).

H3) h(∇a1) = h(∇h1(a)) = h(h1(∇a)) = h2(∇a) = ∇h2(a) = ∇((h ◦
h1)(a)) = ∇(h(h1(a)) = ∇h(a1).

If h2(L) = L2, then by Lemma 2.2.3, h is surjective. �

Lemma 2.2.7. Let L,L1, L2 be  Lukasiewicz algebras, h1 : L → L1, h2 : L →
L2 epimorphisms such that Ker(h1) = Ker(h2). Then L1 and L2 are isomorphic
 Lukasiewicz algebras.

Proof. Ker(h1) = Ker(h2), is equivalent to Rh1 = Rh2 , so by Lemma 2.2.4
the transformation h : L1 → L2 defined by h(a1) = h2(a), where h1(a) = a1 is
a bijection from L1 to L2. By Lemma 2.2.6, h is a homomorphism, so h is an
isomorphism. �

Corollary 2.2.8. If L and L′ are  Lukasiewicz algebras and h is a homomor-
phism from L onto L′ then L′ is isomorphic to L/Ker(h).

Proof. Let F = Ker(h), so F is a deductive system of L and in consequence
L′′ = L/Ker(h) is a  Lukasiewicz algebra. Furthermore, ϕ(x) = CKer(h)(x) is
an epimorphism from L to L′′ such that Ker(ϕ) = F = Ker(h) and therefore
L′′ = L/Ker(h) ∼= L′. �

Thus we have proved the following result by A. Monteiro, [36]:
Every homomorphic image of a  Lukasiewicz algebra is obtained (up to isomor-

phism) considering deductive systems D of L and constructing L/D.

Lemma 2.2.9. If L and L′ are  Lukasiewicz algebra, h : L → L′ is a homo-
morphism, and G ⊆ L is such that LS(G) = L then LS(h(G)) = h(L). This is if
G generates L then h(G) generates h(L).

Proof. Let S ′ = LS(h(G)), so S ′ is an L-subalgebra of L′, and in consequence
S = h−1(S ′) is an L-subalgebra of L. Furthermore (1) G ⊆ S given that if g ∈ G
then h(g) ∈ h(G) ⊆ S ′ and therefore g ∈ h−1(S ′) = S. From (1) it follows that
L = LS(G) ⊆ S and therefore S = L = LS(G). Since h is a function from L onto
h(L) we have that h(L) = h(S) = h(h−1(S ′)) = S ′ = LS(h(G)). �

Corollary 2.2.10. If L and L′ are  Lukasiewicz algebras, h : L → L′ is an
epimorphism, and G ⊆ L is such that LS(G) = L then LS(h(G)) = L′.

Lemma 2.2.11. Let L and L′ be  Lukasiewicz algebras. For an epimorphism
h : L→ L′ to be an isomorphism, it is necessary and sufficient that Ker(h) = {1}.

Proof. Assume that h is a isomorphism, then a ∈ Ker(h) this is h(a) = 1 =
h(1), so since h is one to one, a = 1. Assume now that (1) Ker(h) = {1} and that
h(a) = h(b) so 1 = h(a� b) = h(b� a) and therefore a� b, b� a ∈ Ker(h)
then a� b = 1 = b� a and in consequence a = b. �

If X is a subset of a  Lukasiewicz algebra L we denote with ∼ X the set
{∼ x : x ∈ X}.
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Lemma 2.2.12. If R is a congruence relation defined over a  Lukasiewicz
algebra L then:

a) C(1) = {x ∈ L : xR1} is a deductive system.
b) The following conditions are equivalent:

b1) aRb.
b2) a→ b,∼ a→∼ b, b→ a,∼ b→∼ a ∈ C(1).
b3) There exists n ∈ C(1) such that a ∧ n = b ∧ n.

c) C(1) =∼ C(0) = {∼ x : x ∈ C(0)}.

Proof. a) Since 1R1 then F1) 1 ∈ C(1).
F2) Let x, y ∈ C(1), so xR1, yR1, and since R is compatible with ∧

we have that (x ∧ y)R(1 ∧ 1) = 1, therefore x ∧ y ∈ C(1).
F3) If x ∈ C(1), then xR1, and since yRy, and R is compatible with

∧, we have that (x∧ y)R(1∧ y) = y. Therefore if x ≤ y where y ∈ L, we
have that x ∧ y = x, and therefore xRy. Since xR1 we get, given that R
is an equivalence relation, that yR1, this is y ∈ C(1).

Note that it is enough that R is compatible with ∧ to prove that C(1)
is a filter.

F4) If x ∈ C(1), this is, xR1 then as R is compatible with ∆ we have
that ∆xR∆1 = 1, and therefore ∆x ∈ C(1). We have thus proved that
C(1) is a deductive system.

b) b1) implies b2):

Recall that by L13), ∇ ∼ a∨a = 1, so from aRb, since R is compatible
with ∨ it follows that:

1 = (∇ ∼ a ∨ a)R(∇ ∼ a ∨ b) = a→ b,

therefore a → b ∈ C(1). From aRb, since R is compatible with ∼ it
follows that ∼ aR ∼ b then, as R is compatible with ∨ we have that
1 = (∇a∨ ∼ a)R(∇a∨ ∼ b) =∼ a →∼ b therefore ∼ a →∼ b ∈ C(1).
Analogously, we can prove b→ a ∈ C(1) and ∼ a→∼ b ∈ C(1).

b2) implies b3):

From a → b,∼ a →∼ b ∈ C(1) and b → a,∼ b →∼ a ∈ C(1), since
C(1) a filter, it follows that a� b, b� a ∈ C(1), so

n = (a� b) ∧ (b� a) ∈ C(1),

and as in the proof of Lemma 2.2.2, we can show that a ∧ n = b ∧ n.
b3) implies b1):

Assume now that there exists n ∈ C(1) such that a ∧ n = b ∧ n.
From n ∈ C(1) it follows that nR1, so, since R is compatible with ∧, we
have that a ∧ nRa ∧ 1 = a and (b ∧ n)R(b ∧ 1) = b. Since by hypothesis
a ∧ n = b ∧ n, it follows that aRb.

c) x ∈ C(1) ⇔ xR1 ⇔ (R is compatible with ∼) ∼ xR ∼ 1 = 0 ⇔∼ x ∈
C(0)⇔ x ∈∼ C(0).

�
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We can now conclude that there exists a bijective correspondence between the
deductive systems of a  Lukasiewicz algebra L and the set of congruences defined
on L.

2.3. Construction of deductive systems

We will indicate methods to obtain the deductive systems of a  Lukasiewicz
algebra. In the development of a deductive theory, as in mathematics, a set H of
statements is considered, and each of those statements is called an axiom or hy-
pothesis. The statements in H are not, in general, tautologies of the propositional
calculus, and thus they are said to be true by hypothesis.

The goal is then to obtain the logical consequences of the hypothesis in H,
which is done through proofs that must follow the rules of logic.

We consider first the case in which H is a finite sequence of elements of a
 Lukasiewicz algebra L.

Definition 2.3.1. Given a sequence h1, h2, . . . , hn of elements of L, x ∈ L is
said to be a consequence of the sequence, and denoted by h1, h2, . . . , hn ` x if

(h1 ∧ h2 ∧ . . . ∧ hn)→ x = 1.

The intuitive concept of logical consequence is such that if x is a consequence
of the sequence h1, h2, . . . , hn then, if we alter the order of the hypothesis, then x
is also a consequence of the new sequence thus obtained. This is what we point
out in the following results:

Lemma 2.3.2. If h1, h2, . . . , hk−1, hk, hk+1, . . . , hn ` x then

h1, h2, . . . , hk−1, hk+1, hk, . . . , hn ` x.

Proof. The lemma is immediate from the commutative property of the meet
operation. �

From the lemma above, by trivial procedures, we prove:

Lemma 2.3.3. If h1, h2, . . . , hn ` x and k1, k2, . . . , kn is a permutation of the
elements h1, h2, . . . , hn then k1, k2, . . . , kn ` x.

We see thus that the fact that x is a consequence of the hypothesis appearing
in a sequence does not depend on their order, but just on the hypothesis in the
set.

We can then replace the definition above by the following one:

Definition 2.3.4. Given a finite, non-empty set of elements of L,
H = {h1, h2, . . . , hn} we say that x ∈ L is consequence of H and denote by
(h1, h2, . . . , hn) ` x if

(h1 ∧ h2 ∧ . . . ∧ hn)→ x = 1.

Lemma 2.3.5. If (h1, h2, . . . , hn) ` x then (h0, h1, h2, . . . , hn) ` x.
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Proof. Since

h0 ∧ h1 ∧ h2 ∧ . . . ∧ hn ≤ h1 ∧ h2 ∧ . . . ∧ hn
then by the hypothesis (h1 ∧ h2 ∧ . . . ∧ hn) → x = 1 and property ID7) of → we
have that

1 = (h1 ∧ h2 ∧ . . . ∧ hn)→ x ≤ (h0 ∧ h1 ∧ h2 ∧ . . . ∧ hn)→ x,

which proves the lemma. �

Definition 2.3.6. We say that x ∈ L is consequence of the empty subset of L
if x = 1 and denote this by ∅ ` x, this is ∅ ` x if and only if x = 1.

Definition 2.3.7. Given a part H of a  Lukasiewicz algebra L, we say that x
is a consequence of H, if x is a consequence of a finite part of H and denote this
by H ` x.

Given a subset H of a  Lukasiewicz algebra L we denote by C(H) the set of
all the consequences of H. This operator will be called the consequence operator.

Given a subset H of a  Lukasiewicz algebra L, we call the deductive system
generated by H the intersection of all the deductive systems containing H, and
we denote it by D(H). Since L is a deductive system containing H and that the
intersection of deductive systems is a deductive system, the operator D is well
defined. Clearly D(H) is the least deductive system containing H.

The definition of D(H) isn’t constructive since it involves the family of all the
deductive systems containing H.

Theorem 2.3.8. If H is a subset of a  Lukasiewicz algebra then D(H) = C(H).

Proof. First case: H = ∅. By definition C(∅) = {1}. On the other hand,
since {1} is a deductive system, and it is the least deductive system of L, it is
contained in any other deductive system so D(∅) = {1}.

Second case: H 6= ∅.
(i) C(H) is a deductive system.

D1) 1 ∈ C(H). Indeed, since H 6= ∅ there exists h ∈ H and since

h→ 1 = 1 it follows that 1 ∈ C(H).
D2) If x ∈ C(H) and x→ y ∈ C(H) then y ∈ C(H).

By hypothesis there exist finite subsets of H, {h1, h2, . . . , hn} and
{k1, k2, . . . , km} such that:

(1)

(
n∧
i=1

hi

)
→ x = 1,

(2)

(
m∧
j=1

kj

)
→ (x→ y) = 1.

Put h =
n∧
i=1

hi and k =
m∧
j=1

kj, then

(3) h→ x = 1
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(4) k → (x→ y) = 1.

Since for all a ∈ L, a→ 1 = 1 from (4) it follows that

(5) h→ (k → (x→ y)) = 1,

so by property ID10) of →, (5) can be written as

(6) (h ∧ k)→ (x→ y) = 1.

By ID15) we know that

(7) ((h ∧ k)→ (x→ y))→ ((h ∧ k)→ x)→ ((h ∧ k)→ y) = 1.

Then since by ID4), 1→ a = a, from (6) and (7) it follows that

(8) ((h ∧ k)→ x)→ ((h ∧ k)→ y) = 1.

By ID10) we know that

(9) (h ∧ k)→ x = (k ∧ h)→ x = k → (h→ x)

and by (3) we have

(10) (h ∧ k)→ x = 1.

So, since 1→ a = a, from (8) and (10) it follows that

(11) (h ∧ k)→ y = 1

this is

(12)

(
n∧
i=1

hi ∧
m∧
j=1

kj

)
→ y = 1

where hi ∈ H, 1 ≤ i ≤ n and kj ∈ H, 1 ≤ j ≤ m, and therefore y ∈ C(H).
From D1) and D2) it follows that C(H) is a deductive system.

(ii) H ⊆ C(H).

Let h ∈ H, so since h→ h = 1 it follows that H ` h, this is h ∈ C(H).
From (i) and (ii) it follows that

(iii) D(H) ⊆ C(H).
(iv) C(H) ⊆ D(H).

If x ∈ C(H) then

(13)

(
n∧
i=1

hi

)
→ x = 1, hi ∈ H, 1 ≤ i ≤ n

so since hi ∈ H ⊆ D(H) for 1 ≤ i ≤ n and D(H) is a filter it follows that

(14)
n∧
i=1

hi ∈ D(H).

From (13) and (14), it follows by modus ponens that x ∈ D(H).

From (iii) and (iv) it follows that D(H) = C(H). �

We have thus a constructive way of obtaining deductive systems generated by
a given set. We will now prove a result known as the Deduction Theorem which
was proved first, in classical logic, by Alfred Tarski and Jacques Herbrand.
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Theorem 2.3.9. Deduction Theorem

H ∪ {x} ` y ⇐⇒ H ` x→ y

Proof. If H = ∅ then H ∪ {x} = {x} so H ∪ {x} = {x} ` y ⇐⇒ x→ y =
1 ⇐⇒ ∅ ` x→ y. Assume now that H 6= ∅.

Necessity: If H ∪ {x} ` y then there exist g1, g2, . . . , gn ∈ H ∪ {x} such that

(1)

(
n∧
i=1

gi

)
→ y = 1

Let G = {g1, g2, . . . , gn}. There are three cases to be considered:

• First case: gi ∈ H for all i, 1 ≤ i ≤ n.
By ID10),

(2)

(
n∧
i=1

gi

)
→ (x→ y) = x→

(
n∧
i=1

gi → y

)
Since a→ 1 = 1, from (2) and (1) we have that(

n∧
i=1

gi

)
→ (x→ y) = 1

with gi ∈ H for all i, 1 ≤ i ≤ n, so H∪ ` x→ y.
• Second case: gi = x for all i, 1 ≤ i ≤ n.

From (1) we have that

x→ y =

(
n∧
i=1

gi

)
→ y = 1

and in consequence h→ (x→ y) = 1, for all h ∈ H, so H∪ ` x→ y.
• Third case: G ∩H 6= ∅ and G ∩ {x} 6= ∅.

Assume that G ∩H = {h1, h2, . . . , hr} then by (1) we have that

1 =

(
n∧
i=1

gi

)
→ y =

((
r∧
i=1

hi

)
∧ x

)
→ y

Then by ID10), (
r∧
i=1

hi

)
→ (x→ y) = 1

where hi ∈ H for 1 ≤ i ≤ r, and therefore H ` x→ y.

Sufficiency: Assume that H ` x→ y. Then there exist h1, h2, . . . , hn ∈ H such
that (

n∧
i=1

hi

)
→ (x→ y) = 1

then by property ID10)

(2.3.1)

((
n∧
i=1

hi

)
∧ x

)
→ y = 1
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this is H ∪ {x} ` y. �

Given a deductive system H of a  Lukasiewicz algebra L and a ∈ L we denote
with D(H, a) the deductive system generated by the set H ∪ {a}.

Theorem 2.3.10. If H is a deductive system of a  Lukasiewicz algebra L and
a ∈ L then

D(H, a) = {x ∈ L : a→ x ∈ H}.

Proof. Since H is a deductive system we have that C(H) = D(H) = H, and
by Theorem 2.3.8 we know that D(H, a) = C(H ∪ {a}) so

x ∈ D(H, a) ⇐⇒ x ∈ C(H ∪ {a}) ⇐⇒ H ∪ {a} ` x ⇐⇒

H ` (a→ x) ⇐⇒ a→ x ∈ C(H) = H

�

2.4. Arithmetics of the deductive systems

We saw that the determination of all the homomorphic images of a  Lukasiewicz
algebra L can be reduced to the determination of all its deductive systems. We
will study now the properties of the family D(L) of all the deductive systems of
L. It is clear that (D(L),⊆) is a poset.

Among the deductive systems of a  Lukasiewicz algebra L are L and the set
{1}, which are different if L has more than one element. Clearly the intersection of
deductive systems is a deductive system. A deductive system D of a  Lukasiewicz
algebra L is said to be proper if D 6= L.

Lemma 2.4.1. If D is a proper deductive system of a  Lukasiewicz algebra L
then a∧ ∼ a /∈ D, for all a ∈ L.

Proof. Indeed, if a∧ ∼ a ∈ D then since D is a ∆-filter, 0 = ∆(a∧ ∼ a) ∈ D
and D = L. �

Calling contradictions the elements of the form a∧ ∼ a, then in the  Lukasiewicz
algebras no proper deductive system contains contradictions.

Lemma 2.4.2. If K = {Di}i∈I is a chain of deductive systems of a  Lukasiewicz
algebra L then D =

⋃
i∈I
Di is a deductive system of L.

Proof. Since 1 ∈ Di for all i ∈ I then: D1) 1 ∈ D.

We prove now that: D2) If x ∈ D and x→ y ∈ D then y ∈ D.
From x ∈ D it follows that there exists j ∈ I such that x ∈ Dj and from

x → y ∈ D it follows that there exists h ∈ I such that x → y ∈ Dh. Since
Dj, Dh ∈ K and K is a chain then (i) Dj ⊆ Dh or (ii) Dh ⊆ Dj. Assuming that
(i) is the case, then x, x → y ∈ Dh and since Dh is a deductive system we have
that y ∈ Dh and in consequence y ∈ D. If (ii) is the case, the proof is similar. �
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Let D be a proper deductive system of L and a /∈ D. We consider the family

D(D, a) = {D′ ∈ D(L) : D ⊆ D′, a /∈ D′}

It is clear that D ∈ D(D, a) and that (D(D, a),⊆) is a poset.

Lemma 2.4.3. The poset (D(D, a),⊆) is inductive. This is, it is a poset in
which every chain has an upper bound.

Proof. We have to prove that every chain K of elements of the set D(D, a)
has an upper bound in D(D, a).

Let K = {Di}i∈I be a chain of D(D, a) and consider the set D′ =
⋃
i∈I
Di, then

by Lemma 2.4.2 we have: (1) D′ ∈ D(L), and (2) a /∈ D′, since a /∈ Di for all
i ∈ I. Since D ⊆ Di for all i ∈ I then (3) D ⊆

⋃
i∈I
Di = D′, and therefore from (1),

(2) and (3) it follows that (4) D′ ∈ D(D, a), and from (3) and (4), that D′ is an
upper bound of K belonging to the set D(D, a). Therefore the poset (D(D, a),⊆)
is inductive.

Notice that D′ is a proper deductive system of L given that a /∈ D′. �

Since the set D(D, a) is inductive, by Zorn’s Lemma, this set has at least a
maximal element.

If L is a non trivial  Lukasiewicz algebra and a ∈ L, is such that a 6= 1, then
D = {1} is a deductive system of L not containing the element a. Let

D(a) = D({1}, a) = {D′ ∈ D(L) : {1} ⊆ D′, a /∈ D′} = {D′ ∈ D(L) : a /∈ D′}.

This is, if a 6= 1, D(a) represents the family of all the deductive systems of L
not containing the element a.

Each maximal element of this poset will be called a deductive system bounded
to the element a and denoted by Da.

Each maximal element of the poset D(0) will be called a maximum deductive
system, this is the maximum deductive systems are the maximal elements of the
poset of all the proper deductive systems. If L is a  Lukasiewicz algebra with more
than one element we denote with M(L) the set of all the maximum deductive
systems of L.

Lemma 2.4.4. For a principal filter F (x) = [x) of a  Lukasiewicz algebra L
to be a deductive system it is necessary and sufficient that x ∈ B(L).

Proof. If [x) is a deductive system, this is a ∆-filter, then from x ∈ [x) it
follows that ∆x ∈ [x), this is x ≤ ∆x, so ∆x = x, this is x ∈ B(L). Conversely if
x ∈ B(L), let y ∈ [x) so x ≤ y and in consequence x = ∆x ≤ ∆y, then ∆y ∈ [x)
which proves that [x) is a ∆-filter, thus a deductive system. �

Lemma 2.4.5. Let D ∈ D(L) and a /∈ D, then if M is a maximal element of
D(D, a), M is a maximal element of D(a).

Proof. (i) D(D, a) ⊆ D(a).
Let D′ ∈ D(D, a), so a /∈ D′. It follows that D′ ∈ D(a).
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(ii) Assume that M is a maximal element of D(D, a), in particular M ∈
D(D, a) then by (i) we have that M ∈ D(a). If M were not a maximal
element of D(a), there would exist (1) C ∈ D(a) such that (2) M ⊂ C.

From (1) it follows that (3) a /∈ C. By hypothesis (4) D ⊆M , so from
(2) and (4) we have (5) D ⊂ C. From (5) and (3), it follows that since
C is a deductive system, C ∈ D(D, a). Thus we have that M ∈ D(D, a),
M is maximal, C ∈ D(D, a) and M ⊂ C. Contradiction!

�

Notice that the converse of the preceding lemma is not true. For that consider
the  Lukasiewicz algebra L indicated in Example 1.2.4, where B(L) = {0, 1, d, e},
with diagram indicated in figure A. The poset (D(L),⊆) is depicted in figure B.
The elements of the set D(a) are marked with •, therefore [d) and [e) are the
maximal elements of D(a).

The set D([d), a) has a single element [d), so [e) is a maximal element of D(a)
and not a maximal element of D([d), a) since [e) /∈ D([d), a).e
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Definition 2.4.6. A deductive system D of a  Lukasiewicz algebra L is com-
pletely irreducible if

CI1) D is proper,
CI2) If {Di}i∈I is a family of deductive systems of L such that D =

⋂
i∈I
Di then

there exists an index i ∈ I such that D = Di.

D is irreducible if:

Ir1) D is proper,
Ir2) If D1 and D2 are deductive systems of L such that D = D1 ∩ D2 then

D = D1 or D = D2.

From the definition above, it is clear that every completely irreducible deduc-
tive system is irreducible.

Lemma 2.4.7. For a deductive system of a  Lukasiewicz algebra L to be com-
pletely irreducible it is necessary and sufficient for it to be bounded to some element
of L.
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Proof. Necessity: Let C be a completely irreducible deductive system, so C
is a proper deductive system and therefore there exists at least an element a /∈ C.
Let D be a maximal element of D(C, a) so C ⊆ D. By Lemma 2.4.5, D is a
deductive system bounded to a. Then for each x /∈ C there exists a deductive
system Dx, bounded to x such that (1) C ⊆ Dx. Let us prove that C =

⋂
x/∈C

Dx.

By (1) it follows that (2) C ⊆
⋂
x/∈C

Dx. Now we prove that (3)
⋂
x/∈C

Dx ⊆ C, which

is equivalent to prove that {C ⊆ {
( ⋂
x/∈C

Dx

)
=
⋃
x/∈C
{Dx. Let y ∈ {C this is y /∈ C

so since y /∈ Dy we have that y ∈ {Dy ⊆
⋃
x/∈C
{Dx. From (2) and (3) it follows

that C =
⋂
x/∈C

Dx and therefore given that C is completely irreducible there exists

x /∈ C such that C = Dx.
Sufficiency: Given a deductive system Dy bounded to y, since y /∈ Dy then

Dy is proper. Assume that Dy =
⋂
i∈I
Di where {Di}i∈I is a family of deductive

systems of L. Since y /∈ Dy, there exists i0 ∈ I such that y /∈ Di0 , so Di0 ∈ D(y).
Furthermore, Dy =

⋂
i∈I
Di ⊆ Di0 and since Dy is a maximal element of D(y) it

follows that Dy = Di0 . �

Lemma 2.4.8. Every proper deductive system of a  Lukasiewicz algebra L is
intersection of completely irreducible deductive systems.

Proof. Let H be a proper deductive system of L, so there exists x ∈ L such
that x /∈ H. Therefore, there exists a maximal element M of D(H, x) and in
consequence M is maximal in D(x) this is M = Dx. Furthermore, H ⊆ Dx.

Then for each x /∈ H there exists a Dx such that H ⊆ Dx and therefore
H ⊆

⋂
x/∈H

Dx. Let us prove next that (1)
⋂
x/∈H

Dx ⊆ H.

To prove (1) is equivalent to prove that {H ⊆ {
( ⋂
x/∈H

Dx

)
=
⋃
x/∈H
{Dx. Let

y ∈ {H then y /∈ H so y /∈ Dy and in consequence y ∈ {Dy ⊆
⋃
x/∈H
{Dx.

Thus H =
⋂
x/∈H

Dx, where the deductive systems Dx are completely irreducible

for all x /∈ H. �

Corollary 2.4.9. Every proper deductive system of a  Lukasiewicz algebra L
is intersection of irreducible deductive systems.

Proof. It is enough to note that every completely irreducible deductive sys-
tem is irreducible. �

We will prove that in the  Lukasiewicz algebras the notions of completely ir-
reducible deductive system, irreducible deductive system and maximal deductive
system are equivalent. We begin by proving:

Lemma 2.4.10. Every irreducible deductive system P of a  Lukasiewicz algebra
L is a prime filter.
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Proof. By hypothesis P is proper. Assume that x ∨ y ∈ P and consider the
deductive systems D1 = D(P, x), D2 = D(P, y), so D = D1∩D2 6= ∅, P ⊆ D1 and
P ⊆ D2. In consequence P ⊆ D1 ∩D2.

We prove now that D1 ∩ D2 ⊆ P . Let t ∈ D1 ∩ D2, this is t ∈ D(P, x) and
t ∈ D(P, y), so by Theorem 2.3.10 we have that: (1) x→ t ∈ P and (2) y → t ∈ P ,
so since P is a filter, from (1) and (2) it follows that (3) (x → t) ∧ (y → t) ∈ P ,
but by the property ID12), (x → t) ∧ (y → t) = (x ∨ y) → t and therefore (4)
(x ∨ y)→ t ∈ P , so since by hypothesis (5) x ∨ y ∈ P , from (4) and (5) it follows
that t ∈ P .

We have thus proved that P = D1∩D2, so given that P is irreducible it follows
that (6) P = D1 or (7) P = D2. Since x ∈ D1 and y ∈ D2 we have that x ∈ P or
y ∈ P therefore P is a prime filter. �

The converse to this result is not valid in general. If we consider the  Lukasiewicz
algebra T from Example 1.2.3, then [c) is a prime filter of T but it is not a de-
ductive system since c ∈ [c) and 0 = ∆c /∈ [c).

Lemma 2.4.11. In a  Lukasiewicz algebra L every proper deductive system is
intersection of prime filters.

Proof. By Corollary 2.4.9 we know that every proper deductive system is in-
tersection of irreducible deductive systems and by Lemma 2.4.10 every irreducible
deductive system is a prime filter. �

Lemma 2.4.12. Every irreducible deductive system D of a  Lukasiewicz alge-
bra L is a maximal deductive system.

Proof. Let M ∈ D(L) be such that (1) D ⊆M and (2) m ∈M . By Lemma
2.4.10, D is a prime filter. From m ∨ ∇ ∼ m = 1 ∈ D it follows that (3) m ∈ D
or (4) ∇ ∼ m ∈ D. If (3) occurs then M ⊆ D, so by (1) we have M = D. If
(4) occurs, then from (4) and (1) it follows that (5) ∇ ∼ m ∈ M . From (2) it
follows that since M is a ∆-filter, (6) ∆m ∈ M , so by (5) and (6) we have that
0 = ∆m ∧∇ ∼ m ∈M and therefore M = L. �

Corollary 2.4.13. In  Lukasiewicz algebras, the notions of completely irre-
ducible deductive system, irreducible deductive system and maximal deductive sys-
tem coincide.

Proof. It is enough to notice that:

• By Definition 2.4.6 every completely irreducible deductive system is an
irreducible deductive system.
• By Lemma 2.4.12 every irreducible deductive system is a maximal deduc-

tive system.
• Every maximal deductive system is a deductive system bounded to the

bottom element of the algebra and therefore by Lemma 2.4.7 is also a
completely irreducible deductive system.

�

Corollary 2.4.14. In the  Lukasiewicz algebras, every proper deductive system
is intersection of maximal deductive systems.



70 2. HOMOMORPHISMS, DEDUCTIVE SYSTEMS AND QUOTIENTS

Proof. Immediate consequence of Lemma 2.4.8 and Corollary 2.4.13. �

Corollary 2.4.15. If L is a non trivial  Lukasiewicz algebra then {1} is the
intersection of all the maximal deductive systems of L.

We characterize now the maximal deductive systems of a  Lukasiewicz algebra,
this is the completely irreducible deductive systems.

Theorem 2.4.16. For a deductive system C of a  Lukasiewicz algebra L to be
completely irreducible it is necessary and sufficient that there exists a /∈ C such
that for all x /∈ C, x→ a ∈ C holds.

Proof. If C is a completely irreducible deductive system, then it is bounded
to some element a /∈ C, this is C is a maximal deductive system among the
deductive systems not containing the element a. Let x /∈ C and consider the
deductive systemD = D(C, x). Then C ⊆ C∪{x} ⊆ D(C, x) and (1) a ∈ D(C, x),
because otherwise C would not be maximal among the deductive systems that do
not contain the element a. By Theorem 2.3.10 we know that (2) D(C, x) =
{y ∈ L : x→ y ∈ C}. So from (1) and (2) we have that x→ a ∈ C.

Conversely assume that C is a deductive system verifying: there exists a ∈ L
such that (1) a /∈ C and (2) for all x /∈ C, x→ a ∈ C holds. Then C is a deductive
system bounded to the element a. Otherwise, there would exist a deductive system
D such that (3) C ⊂ D and (4) a /∈ D, so if x is an element verifying (5) x ∈ D
and (6) x /∈ C, from the hypothesis it follows that (7) x→ a ∈ C so by (3) we have
(8) x→ a ∈ D and from (5) and (8) it follows that a ∈ D, a contradiction. �

Corollary 2.4.17. For a proper deductive system M of a  Lukasiewicz algebra
L to be maximal, it is necessary and sufficient that the following condition holds:
(*) if x /∈M then x→ y ∈M for all y ∈ L.

Proof. If M is a maximal deductive system then it is bounded to any x /∈M ,
so D(M,x) = L. By lemma 2.3.10 we have that x→ y ∈M for all y ∈ L.

Conversely, let M be a proper deductive system verifying (*). Assume that
there exists a deductive system D such that (1) M ⊂ D ⊆ L. Let x ∈ D \M so
(2) x ∈ D and (3) x /∈ M . By (3), condition (*) implies that x → y ∈ M for all
y ∈ L. Then by (1), x→ y ∈ D. From the fact that D is a deductive system and
(2), it follows that y ∈ D for all y ∈ L, therefore D = L. �

Theorem 2.4.18. For a proper deductive system M of a  Lukasiewicz algebra
L to be maximal, it is necessary and sufficient that for all x ∈ L either x ∈M or
∇ ∼ x ∈M hold.

Proof. If M is maximal then by Corollary 2.4.13, it is an irreducible deduc-
tive system so by Lemma 2.4.10, it is a prime filter and so from x∨∇ ∼ x = 1 ∈M
it follows that x ∈M or ∇ ∼ x ∈M .

Let x /∈ M then from the hypothesis it follows that ∇ ∼ x ∈ M and since
∇ ∼ x ≤ ∇ ∼ x ∨ y = x → y for all y ∈ L and M is a filter we have that
x → y ∈ M for all y ∈ L and in particular x → y ∈ M for all y /∈ M , so by
Corollary 2.4.17 M is a maximal deductive system. �
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Recall that every boolean algebra B can be regarded as a  Lukasiewicz algebra,
where ∇x = x, for all x ∈ B, and therefore ∼ x is the boolean complement of x,
this is ∼ x = −x and therefore ∇ ∼ x = −x.

In this case, the notions of deductive system and filter coincide. Indeed, we
know that every deductive system is a filter, and if D is a filter of B, since ∆x = x
for all x ∈ B then clearly D is a ∆-filter, and thus a deductive system. Therefore
in this case, the notion of maximal deductive system coincides with the notion of
ultrafilter. As a corollary of the previous theorem we have:

Theorem 2.4.19. (Stone’s theorem) For a proper filter U of a boolean algebra
B to be an ultrafilter of B, it is necessary and sufficient that given x ∈ B then
x ∈ U or −x ∈ U .

Lemma 2.4.20. In a  Lukasiewicz algebra L, if M is a deductive system, and
a ∈ L we have D(M,a) = F (M,∆a)

Proof. (⊆) From Lemma 2.1.15 (a), we have (1) F (M,∆a) = {x ∈ L :
m∧∆a ≤ x,where m ∈M}. Let (2) x ∈ D(M,a). By Theorem 2.3.10 and (2) it
follows that m = a→ x ∈M . Since m∧∆a = (a→ x)∧∆a = (∇ ∼ a∨x)∧∆a =
x ∧∆a ≤ x we conclude by (1) that x ∈ F (M,∆a).

(⊇) By definition, M ∪ {a} ⊆ D(M,a). Since D(M,a) is a ∆-filter, it also
contains the set M ∪ {∆a}. Therefore, F (M,∆a) ⊆ D(M,a). �

Next theorem is a particular instance of the theorem given by L. Monteiro in
1971, for monadic  Lukasiewicz algebras [62].

Theorem 2.4.21. In a  Lukasiewicz algebra L the following statements are
equivalent:

a) M is a maximal deductive system,
b) if a /∈M , there exists m ∈M such that ∆a ∧m = 0,
c) if ∆a ∨ b ∈M then a ∈M or b ∈M ,
d) if a /∈M , then ∇ ∼ a ∈M ,
e) if a, b /∈M , then a→ b ∈M and b→ a ∈M .

Proof. a) implies b): Consider the deductive system

D = D(M,a) = (by Lemma 2.4.20) = F (M,∆a).

Since F (M,∆a) = {x ∈ L : m ∧ ∆a ≤ x,where m ∈ M}, if m ∧ ∆a 6= 0
for all m ∈ M then D would be a proper deductive system such that M ⊂ D, a
contradiction.

b) implies c): If a /∈ M , by b) there exists m ∈ M such that ∆a ∧ m = 0.

Since b ∧m = (∆a ∨ b) ∧m ∈M , then b ∈M .
c) implies d): Since ∆a ∨∇ ∼ a = 1 ∈M , then by c) ∇ ∼ a ∈M .

d) implies e): If a /∈M , then ∇ ∼ a ∈M and therefore a→ b = ∇ ∼ a ∨ b ∈
M . Analogously one can prove b→ a ∈M .

e) implies a): If M were not maximal, there would exist a deductive system

M ′ such that M ⊂ M ′ ⊂ L. Let (1) a ∈ M ′ \M and (2) b ∈ L \M ′, so a, b /∈ M
and therefore from e) it follows that in particular a → b ∈ M and therefore (3)
a→ b ∈M ′. From (1) and (3) it follows that b ∈M ′, which contradicts (2). �
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Lemma 2.4.22. If M is a maximal deductive system of a  Lukasiewicz algebra
L then

(M ∩B(L)) ∪ (∼M ∩B(L)) = B(L) and (M ∩B(L)) ∩ (∼M ∩B(L)) = ∅.

Proof. Let X = (M ∩ B(L)) ∪ (∼ M ∩ B(L)) so X ⊆ B(L). Let b ∈ B(L).
If b ∈M then clearly b ∈ X. If b /∈M then by the previous theorem ∇ ∼ b ∈M ,
but since b ∈ B(L) then ∼ b ∈ B(L) so ∼ b ∈ M and therefore b ∈∼ M . It
follows that b ∈∼M ∩B(L), so b ∈ X.

If a ∈ (M ∩ B(L)) ∩ (∼ M ∩ B(L)) then (1) a ∈ B(L), (2) a ∈ M and
(3) a ∈∼ M so from (3) it follows that (4) a =∼ m with (5) m ∈ M , then
(6) ∼ a = m ∈ M and therefore from (2) and (6), a∧ ∼ a ∈ M , which is
impossible, as we saw that no proper deductive system can contain contradictions.

�

Corollary 2.4.23. If M is a maximal deductive system of a  Lukasiewicz al-
gebra L and b ∈ B(L) then b ∈M or ∼ b ∈M .

Lemma 2.4.24. D(X) = F (∆X).

Proof. (i) ∆X ⊆ D(X). Let y ∈ ∆X, this is y = ∆x where (1) x ∈ X.

Since (2) X ⊆ D(X) from (1) and (2) it follows that x ∈ D(X) and since D(X)
is a deductive system we have that y = ∆x ∈ D(X).

Since D(X) is a filter, from (i) it follows that (3) F (∆X) ⊆ D(X).

Now we prove that (ii) X ⊆ F (∆X). Given x ∈ X, ∆x ∈ ∆X ⊆ F (∆X), so

∆x ∈ F (∆X) and since ∆x ≤ x and F (∆X) is a filter we have x ∈ F (∆X).
We prove next that (iii) F (∆X) is a ∆-filter. Let y ∈ F (∆X), so by Lemma

2.1.15, (4) there exist z1, z2, . . . , zn ∈ ∆X such that
n∧
i=1

zi ≤ y so
n∧
i=1

∆zi =

∆

(
n∧
i=1

zi

)
≤ ∆y and since zi ∈ B(L), we have that (5)

n∧
i=1

zi ≤ ∆y. From

(4) and (5) it follows that ∆y ∈ F (∆X). From (ii) and (iii) it follows that
D(X) ⊆ F (∆X). �

We denote with D(a) the deductive system generated by the set {a}. Ev-
ery deductive system generated by a singleton set is called a principal deduc-
tive system. We saw in Lemma 2.4.24 that if X ⊆ L then D(X) = F (∆X),
so if X = {a} we have that D(a) = F (∆a) = {x ∈ L : ∆a ≤ x}. Since
∆a ≤ x ⇐⇒ 1 =∼ ∆a ∨∆a ≤∼ ∆a ∨ x = a→ x then

D(a) = {x ∈ L : a→ x = 1}.

It is clear that D(1) = {1} = D(∅). We shall prove that if X is a finite
non-empty subset of a  Lukasiewicz algebra L then D(X) is a principal deductive
system. More precisely:

Lemma 2.4.25. D({a1, a2, . . . , an}) = D

(
n∧
i=1

ai

)
.
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Proof. Let a =
n∧
i=1

ai, we will prove that D({a1, a2, . . . , an}) = D(a). By

Lemma 2.4.24 we have that

D({a1, a2, . . . , an}) = F (∆({a1, a2, . . . , an})) = F ({∆a1,∆a2, . . . ,∆an}),

From lattice theory we know that F ({x, y}) = F (x ∧ y) so

F ({∆a1,∆a2, . . . ,∆an}) = F

(
n∧
i=1

∆ai

)
= F

(
∆

(
n∧
i=1

ai

))
= F (∆a) = D(a).

�

Adapting Tarski’s terminology, indicated in an analogous construction, we
denominate axiomatizable deductive systems those that have a finite number of
generators. Generally, in a deductive theory, a finite number of propositions
h1, h2, . . . , hn are taken to be true by hypothesis and their logical consequences
are deduced. This situation has its algebraic counterpart when considering a finite
number of elements h1, h2, . . . , hn and studying the deductive system generated
by the set {h1, h2, . . . , hn}, this is D({h1, h2, . . . , hn}).

Since it is natural to admit as true the propositions h1, h2, . . . , hn, which is the

same as admitting as true h =
n∧
i=1

hi, then the set of consequences of h1, h2, . . . , hn

coincides with the set of consequences of h = h1 ∧ h2 ∧ . . . ∧ hn, this is:

D({h1, h2, . . . , hn}) = D(h1 ∧ h2 ∧ . . . ∧ hn).

It is natural to name not axiomatizable deductive system those that do not have
a finite number of generators.

Observe finally that if L is a  Lukasiewicz algebra then the ordered set D(L)
is more precisely a bounded complete distributive lattice.

Indeed, if D1, D2 ∈ D(L) and we put by definition:

• D1 uD2 = D1 ∩D2

• D1 tD2 = D(D1 ∪D2)

then D1uD2 and D1tD2 are the meet and join of the deductive systems D1 and
D2 respectively. The first and last elements of D(L) are {1} and L respectively.

To prove that the lattice is distributive it remains to be proven that:

D1 u (D2 tD3) ⊆ (D1 uD2) t (D1 uD3),

for every D1, D2, D3 ∈ D(L) (the other inclusion holds for every lattice).
If x ∈ D1u (D2tD3) = D1∩ (D2tD3) then (1) x ∈ D1 and (2) x ∈ (D2tD3).

From x ∈ D2tD3 = D(D2∪D3) = (Lemma 2.4.24) = F (∆(D2∪D3)), then using
Lemma 2.1.15 it follows that (3) ∆y ≤ x for some y ∈ D2 ∪D3.

If y ∈ D2, since D2 is a ∆-filter, it follows that ∆y ∈ D2, and by (3) we have
that (4) x ∈ D2 because D2 is a filter.

Therefore, (1) and (4) implies x ∈ D1 ∩ D2 ⊆ (D1 u D2) ∪ (D1 u D3) ⊆
(D1 uD2) t (D1 uD3). If y ∈ D3 the proof is analogous.
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Furthermore, since there always exist
⋂
i∈I
Di for every family F = {Di}i∈I of

deductive systems of L, then (see, for example [73], p. 42) there also exists the
least upper bound of F and therefore the lattice is complete.

2.5. Prime filters and deductive systems

This section includes results indicated by A. Monteiro in a Seminar in 1963,
[37] and published in 1996, [48], [49].

Represent by P(L) the set all the prime filters of a  Lukasiewicz algebra L and
by p(L) the set of all the minimal prime filters of L, this is the set of the minimal
elements of the ordered set (P(L),⊆). Therefore P is a minimal prime filter, if P
is prime and there exists no prime filter properly included in P .

If P ∈ P(L), we can define ϕ(P ) = { ∼ P ∈ P(L). The function ϕ is
denominated the Birula-Rasiowa transformation, [6], [7], and it verifies ϕ(ϕ(P )) =
P for all P ∈ P(L) and if P,Q ∈ P(L) then P ⊆ Q ⇐⇒ ϕ(Q) ⊆ ϕ(P ).

We will study the connections between the prime filters of a  Lukasiewicz alge-
bra L and the maximal deductive systems of L.

Lemma 2.5.1. If L is a  Lukasiewicz algebra then:

a) If b /∈ P ∈ P(L) and b ∈ B(L) then ∼ b ∈ P .
b) If F is a proper filter of L and b ∈ F ∩B(L) then ∼ b /∈ F .

Proof. a) We know that ∼ b∨∇b = 1 ∈ P and since b ∈ B(L), ∇b = b
and therefore ∼ b ∨ b = 1 ∈ P , then since P is a prime filter and b /∈ P
it follows that ∼ b ∈ P .

b) If ∼ b ∈ F then b∧ ∼ b ∈ F , but since b ∈ B(L) then b∧ ∼ b = 0 and
therefore F = L, a contradiction.

�

Lemma 2.5.2. If P ∈ P(L) then F (∇P ) ∈M(L) and F (∇P ) ⊆ P .

Proof. (i) F (∇P ) ⊆ P .
We prove first (1) :∇P ⊆ P . Let t ∈ ∇P , then t = ∇p, where p ∈ P .
Since p ≤ ∇p = t and P is a filter, then t ∈ P . Since (2) P is a filter,

then from (1) and (2) we deduce (i).
(ii) By the Corollary 2.1.17, F (∇P ) is a deductive system. We prove next

that it is a maximal deductive system.
Assume that there exists M ∈M(L) such that: (3) F (∇P ) ⊂M . We

show that (4) M 6⊆ P . From (3) it follows that there exists an element
m ∈ L such that (5) m ∈M \ F (∇P ), so since M is a deductive system,
from (5) we deduce that (6) ∆m ∈ M . Since ∆m ≤ m, having (5) in
mind it follows that (7) ∆m /∈ F (∇P ).

If (8) M ⊆ P , then from (6) it follows that, ∆m ∈ P and therefore
∆m = ∇∆m ∈ ∇P , so ∆m ∈ F (∇P ), which contradicts (7).

From (4) it follows that there exists z ∈ L, such that (9) z ∈ M \ P ,
then (10) ∆z ∈M , (11) ∆z /∈ P .
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From (10) it follows, applying Lemma 2.5.1 b), that (12) ∼ ∆z /∈M .
From (11) and Lemma 2.5.1 a), ∼ ∆z ∈ P , so ∼ ∆z = ∇ ∼ ∆z ∈ ∇P ,
and therefore ∼ ∆z ∈ F (∇P ) ⊆M , which contradicts (12).

�

Lemma 2.5.3. Every prime filter P of a  Lukasiewicz algebra L contains one
and only one maximal deductive system.

Proof. By Lemma 2.5.2 we know that there exists a maximal deductive sys-
tem contained in P , namely F (∇P ). Let M,M ′ ∈ M(L) be such that M ⊆ P ,
M ′ ⊆ P and M 6= M ′. Then there exists x ∈M \M ′ or there exists x ∈M ′\M . If
x ∈M \M ′ then ∆x ∈M and ∆x /∈M ′. Since M ′ is a maximal deductive system
then L = D(M ′,∆x) = {y ∈ L :∼ ∆x ∨ y ∈ M ′}, so ∼ ∆x ∈ L = D(M ′,∆x),
this is ∼ ∆x =∼ ∆x∨ ∼ ∆x ∈ M ′, and since M ′ ⊆ P we have ∼ ∆x ∈ P . Since
∆x ∈M ⊆ P , then ∆x ∈ P and by Lemma 2.5.1 (b), ∼ ∆x /∈ P , a contradiction.
If x ∈M ′ \M , we also arrive to a contradiction. �

The next lemma is a well known fact.

Lemma 2.5.4. If A is a Kleene algebra and P is a prime filter of A then
P ⊆ ϕ(P ) or ϕ(P ) ⊆ P .

Lemma 2.5.5. If P ∈ P(L) then F (∇P ) ⊆ ϕ(P ).

Proof. Assume that (1) F (∇P ) 6⊆ ϕ(P ) = { ∼ P , then there exists (2)
m ∈ F (∇P ), (3) m /∈ ϕ(P ).

From (2) we deduce that (4) ∆m ∈ F (∇P ) and since ∆m ≤ m, from (3) and
(4) it follows that (5) ∆m /∈ ϕ(P ).

Since L is a Kleene algebra we know that every prime filter P of L, is compa-
rable with ϕ(P ).

If P ⊆ ϕ(P ), then since F (∇P ) ⊆ P , we have F (∇P ) ⊆ ϕ(P ), which con-
tradicts (1). Then (6) ϕ(P ) ⊂ P . Since ∆m∨ ∼ ∆m = 1 ∈ ϕ(P ) and ϕ(P )
is a prime filter, then from (5), we have ∼ ∆m ∈ ϕ(P ), and by (6) we have
∼ ∆m ∈ P , so by (4) 0 = ∆m∧ ∼ ∆m ∈ P . This contradicts the fact that P is
a proper filter. Therefore, F (∇P ) ⊆ ϕ(P ).

Proof by L. Monteiro. Let m ∈ ∇P , then m = ∇p, where p ∈ P . Since
∼ p ∨∇p = 1 ∈ ϕ(P ) and ϕ(P ) is a prime filter then ∼ p ∈ ϕ(P ) or ∇p ∈ ϕ(P ).
If ∼ p ∈ ϕ(P ) = { ∼ P , then ∼ p /∈∼ P . This contradiction shows that
m = ∇p ∈ ϕ(P ). Thus we have shown that ∇P ⊆ ϕ(P ), so F (∇P ) ⊆ ϕ(P ). �

Lemma 2.5.6. If P ∈ P(L), is such that P ⊆ ϕ(P ) and ∇a ∈ P , then
a ∈ ϕ(P ).

Proof. By hypothesis (1) P ⊆ ϕ(P ), and (2) ∇a ∈ P . Assume that (3)
a /∈ ϕ(P ), so a ∈∼ P , this is, (4) ∼ a ∈ P . From (2) and (4), we have: a∧ ∼ a =
∇a∧ ∼ a ∈ P , therefore a ∈ P , and thus by (1), a ∈ ϕ(P ), a contradiction. �

Lemma 2.5.7. If P ∈ P(L) verifies ϕ(P ) ⊆ P then F (∇P ) = ϕ(P ).

Proof. By Lemma 2.5.5, we know that (1) F (∇P ) ⊆ ϕ(P ). Assume that
F (∇P ) ⊂ ϕ(P ), then there exists (2) a ∈ ϕ(P ) such that (3) a /∈ F (∇P ). If
∼ ∆a = ∇ ∼ a ∈ P then since by Lemma 2.1.18, P ∩ B(L) ⊆ F (∇P ) we have
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that (4) ∇ ∼ a ∈ F (∇P ). From (1) and (4) we deduce (5) ∇ ∼ a ∈ ϕ(P ) =
Q ∈ P(L). Since by hypothesis ϕ(P ) ⊆ P then (6) Q = ϕ(P ) ⊆ ϕ(ϕ(P )) =
ϕ(Q). From (5) and (6) it follows, by Lemma 2.5.6, that ∼ a ∈ ϕ(Q) = P and
therefore a /∈ ϕ(P ) = Q, which contradicts (2). Then (7) ∼ ∆a /∈ P and since
∆a∨ ∼ ∆a = 1 ∈ P ∈ P(L) we have that ∆a ∈ P , and therefore ∆a ∈ P ∩B(L).
Since by Lemma 2.1.18 P ∩B(L) ⊆ F (∇P ) we have that ∆a ∈ F (∇P ) and since
∆a ≤ a, it follows that a ∈ F (∇P ), which contradicts (3). �

Lemma 2.5.8. If P ∈ P(L) verifies P ⊆ ϕ(P ) then F (∇ϕ(P )) = P .

Proof. LetQ = ϕ(P ) so from the hypothesis we have that ϕ(Q) = ϕ(ϕ(P )) ⊆
ϕ(P ) = Q, then by Lemma 2.5.7 F (∇Q) = ϕ(Q), this is, F (∇ϕ(P )) = P . �

Corollary 2.5.9. If P ∈ P(L) then P ∈M(L) or ϕ(P ) ∈M(L), this is if P
is a prime filter of L then either P or ϕ(P ) is a maximal deductive system.

Proof. Since L is in particular a Kleene algebra we have that (1) ϕ(P ) ⊆ P
or (2) P ⊆ ϕ(P ). If (1) occurs then by Lemma 2.5.7 we have that F (∇P ) = ϕ(P ).
But by Lemma 2.5.2 we know that ϕ(P ) = F (∇P ) ∈M(L).

If (2) occurs then by Lemma 2.5.8 we have that F (∇ϕ(P )) = P . But since
ϕ(P ) is a prime filter, by Lemma 2.5.2 we know that P = F (∇ϕ(P )) ∈M(L). �

Corollary 2.5.10. M(L) ⊆ P(L), this is every maximal deductive system of
L is a prime filter of L.

Proof. Let U(L) be the set of all the maximal filters of L and M a maximal
deductive system. Then there exists U ∈ U(L) such that (1) M ⊆ U . Since
U(L) ⊆ P(L), then U is a prime filter and since ϕ(U) is comparable to U , we have
necessarily (2) ϕ(U) ⊆ U . So by the Corollary 2.5.9 ϕ(U) is a maximal deductive
system, and since by Lemma 2.5.3 there exists a unique maximal deductive system
contained in U , we have that M = ϕ(U) ∈ P(L). �

The following results are also well known:

Lemma 2.5.11. If R is a bounded distributive lattice (with 0 and 1 as lower
and upper bound, respectively) and U is a proper filter of R, then the following
conditions are equivalent:

a) U is a maximal filter of R.
b) Given x /∈ U there exists u ∈ U such that x ∧ u = 0.

Lemma 2.5.12. If R is a bounded distributive lattice (with 0 and 1 as lower
and upper bound, respectively), then the following conditions are equivalent:

a) P is a minimal prime filter of R.
b) P = R \ I, where I is a maximal ideal of R.

and the following conditions are equivalent for a proper ideal I of R:

c) I is a maximal ideal of R.
d) Given p /∈ I there exists q ∈ I such that p ∨ q = 1.

Lemma 2.5.13. a) p(L) ⊆ D(L);
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b) p(L) = M(L).
This is, every minimal prime filter of L is a deductive system of L and the set

of the minimal prime filters of L coincides with the set of the maximal deductive
systems of L.

Proof. a) Let P ∈ p(L). If 0 ∈ ∆P , this is 0 = ∆p where p ∈ P , then
p /∈ L \ P = I. Then by Lemma 2.5.12 d), there exists q ∈ I, so q /∈ P
and 1 = p ∨ q, therefore 1 = ∆(p ∨ q) = ∆p ∨ ∆q = 0 ∨ ∆q = ∆q ≤ q,
hence q = 1 ∈ P , a contradiction. Thus we have 0 /∈ ∆P from where we
deduce, using Corollary 2.1.17, that: (1) F (∆P ) is a proper deductive
system of L. Let us prove now that P = F (∆P ). Let p ∈ P . Since
∆p ≤ p and ∆p ∈ F (∆P ) then p ∈ F (∆P ), so P ⊆ F (∆P ). Assuming
that P ⊂ F (∆P ), then there exists a filter P verifying (2) x ∈ F (∆P ),
and (3) x /∈ P . From (2) it follows that there exists p ∈ P such that
(4) ∆p ≤ x. From (3) and (4) we deduce that (5) ∆p /∈ P , and since
∆p∨ ∼ ∆p = 1 ∈ P , we have that (6) ∼ ∆p ∈ P . Since ∆p ∈ F (∆P )
and P ⊂ F (∆P ), from (6) we deduce ∼ ∆p ∈ F (∆P ), and therefore
0 = ∆p∧ ∼ ∆p ∈ F (∆P ), which contradicts (1).

b) (i) Let P ∈ p(L) then by part a) P is a deductive system. Assume
that there exists M ∈ M(L) such that P ⊂ M , then there exists (7)
x ∈ M such that (8) x /∈ P . Then (9) ∆x ∈ M and (10) ∆x /∈ P . Since
∆x∨ ∼ ∆x = 1 ∈ P , from (10) we have that ∼ ∆x ∈ P , and then (11)
∼ ∆x ∈M . From (9) and (11): 0 = ∆x∧ ∼ ∆x ∈M , a contradiction.

(ii) Let M ∈M(L) then by Corollary 2.5.10, M ∈ P(L). If M /∈ p(L),
then there exists (12) P ∈ p(L) such that (13) P ⊂ M . From (12) it
follows using part (i) that P ∈M(L), which contradicts (13).

�

Corollary 2.5.14. Every prime filter of a  Lukasiewicz algebra L contains a
unique minimal prime filter of L.

Proof. By Lemma 2.5.3, each prime filter contains a single maximal deduc-
tive system, and by Lemma 2.5.13 b), the set of maximal deductive systems of L
coincides with the set of the minimal prime filters of L. �

Lemma 2.5.15. If P ∈ p(L) and P /∈ U(L) then there exists a single
P ′ ∈ P(L) such that P ⊂ P ′, and more precisely, P ′ = ϕ(P ).

Proof. Let P ∈ p(L) , we know that (1) ϕ(P ) ⊂ P or (2) P ⊆ ϕ(P ). Since
ϕ(P ) ∈ P(L) and P is a minimal prime filter minimal, condition (1) cannot hold.
Let U ∈ U(L), be such that ϕ(P ) ⊆ U , then ϕ(U) ⊆ ϕ(ϕ(P )) = P , so since P is
a minimal prime filter, we must have ϕ(U) = P , so U = ϕ(P ).

Then ϕ(P ) is an ultrafilter that contains P . We can’t have ϕ(P ) = P since
by hypothesis P /∈ U(L), so :

P ⊂ ϕ(P ) and ϕ(P ) is an ultrafilter.

Let P ′ ∈ P(L) be such that (3) P ⊂ P ′. We shall prove that (4) P ′ ⊆ U =
ϕ(P ). Indeed, if P ′ 6⊆ U then there exists (5) p′ ∈ P ′ such that (6) p′ /∈ U . From
(6), (see Lemma 2.5.11 (b)), we infer that there exists (7) u ∈ U such that (8)
u ∧ p′ = 0. If u ∈ P ′ then 0 = u ∧ p′ ∈ P ′, and therefore P ′ = L, a contradiction.
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Since P ′ ∈ P(L) then by Lemma 2.5.2:

(9) F (∇P ′) ∈M(L) and (10) F (∇P ′) ⊆ P ′.

By Lemma 2.5.13 (II), p(L) = M(L), then (11) P ∈ M(L). By Lemma
2.5.3 we know that each prime filter of a  Lukasiewicz algebra contains a single
maximal deductive system, then from (9), (10), (11) and (3), we have that: (12)
F (∇P ′) = P .

From (5) it follows that (13) ∇p′ ∈ ∇P ′ ⊆ F (∇P ′) = P . Since P ⊆ ϕ(P ) = U
and P ∈M(L), by Lemma 2.5.3 we have that P = F (∇U) ⊆ U .

From (7) it follows that (14) ∇u ∈ F (∇U) = P , and from (8), (13) and (14):
0 = ∇0 = ∇(u ∧ p′) = ∇u ∧∇p′ ∈ P , a contradiction. Thus P ′ ⊆ U = ϕ(P ).

Assume now that P ′ ⊂ U = ϕ(P ), then we have P ⊂ P ′ ⊂ U , so

P = ϕ(U) ⊂ ϕ(P ′) ⊂ ϕ(P ) = U.

From ϕ(P ′) ⊂ U , we deduce that there exists u ∈ U such that u /∈ ϕ(P ′).
We know that P ′ and ϕ(P ′) are comparable. Assume that P ′ ⊆ ϕ(P ′). Since
u∧ ∼ u ≤ u then: (i) ∼ u ∧ ∇u = u∧ ∼ u /∈ ϕ(P ′). From u /∈ ϕ(P ′) we get
∼ u ∈ P ′ and since ∇u ∈ F (∇U) = P ⊂ P ′, then ∼ u ∧ ∇u ∈ P ′ ⊆ ϕ(P ′) which
contradicts (i).

If ϕ(P ′) ⊆ P ′, we also arrive to a contradiction.
Thus U = ϕ(P ) is the unique prime filter containing P as a proper subset. �

Corollary 2.5.16. If P ∈ p(L) and P /∈ U(L) then the unique proper filter
containing P as a proper subset is F = ϕ(P ).

Proof. Let F be a proper filter such that: (1) P ⊂ F , and assume that
F /∈ U(L), then there exists (2) U ∈ U(L) such that (3) F ⊂ U . From (1) and
(3) we have: P ⊂ U , whence by Lemma 2.5.15, U = ϕ(P ). Let (4) x ∈ U \ F .

Since F =
⋂
{P ′ : P ′ ∈ P(L), F ⊆ P ′} and x /∈ F , then there exists P ′ ∈ P(L)

such that (5) F ⊆ P ′ and (6) x /∈ P ′. From (4) and (6) we have P ′ 6= U = ϕ(P ).
From (1) and (5): (7) P ⊂ P ′. Thus there exists a prime filter P ′, different from
ϕ(P ) containing P as a proper subset, which is impossible by Lemma 2.5.15. �

2.6. Principal deductive systems and their quotient algebras

If L is a  Lukasiewicz algebra and u ∈ L, we will present a construction to
determine the quotient algebra L/D(u).

If p, u ∈ B(L) are such that p ≤ u, L′ = [p, u] = {x ∈ L : p ≤ x ≤ u}, and we
define ≈ x = p ∨ (∼ x ∧ u), for x ∈ L′, then as we proved in Theorem 1.4.1 that
the system (L′, u,≈,∇,∧,∨) is a  Lukasiewicz algebra.

Therefore, if u ∈ L, and L′ = [0,∆u] = (∆u] then L′ is a  Lukasiewicz algebra
where if x ∈ L′, ≈ x = 0 ∨ (∼ x ∧∆u) =∼ x ∧∆u.

Lemma 2.6.1. The  Lukasiewicz algebra L/D(u) is isomorphic to L′ = [0,∆u].

Proof. Given x ∈ L, let h(x) = x∧∆u, then since 0 ≤ x∧∆u ≤ ∆u then h is
a function from L to [0,∆u]. Furthermore, given y ∈ [0,∆u], this is, 0 ≤ y ≤ ∆u,
with y ∈ L then h(y) = y ∧∆u = y. Therefore h is a surjective function with the
elements of [0,∆u] as invariants. We also have

H1) h(x ∨ y) = (x ∨ y) ∧∆u = (x ∧∆u) ∨ (x ∧∆u) = h(x) ∨ h(y).
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H2) ≈ h(x) =≈ (x ∧∆u) =∼ (x ∧∆u) ∧∆u = (∼ x∨ ∼ ∆u) ∧∆u =
∼ x ∧∆u = h(∼ x).

H3) ∇h(x) = ∇(x ∧∆u) = ∇x ∧∆u = h(∇x).

Since

Ker(h) = {x ∈ L : h(x) = ∆u} = {x ∈ L : x ∧∆u = ∆u} =

{x ∈ L : ∆u ≤ x} = F (∆u) = D(u),

and the kernel of the natural epimorphism L → L/D(u) is D(u) we have by
Lemma 2.2.7 that L/D(u) and [0,∆u] are isomorphic. �

Lemma 2.6.2. If C is an equivalence class (mod D(u)) then C ∩ [0,∆u]
contains a unique element.

Proof. (i) C∩ [0,∆u] 6= ∅. Let x ∈ C, so: h(x)∧∆u = (x∧∆u)∧∆u =
x∧∆u, and since ∆u ∈ D(u) it follows by condition C3) in Lemma 2.2.2
that h(x) ≡ x (mod D(u)) so since x ∈ C we have that h(x) ∈ C and
therefore h(x) ∈ C ∩ [0,∆u].

(ii) The element is unique. Assume that x, y ∈ C ∩ [0,∆u] then (1) x, y ∈ C
and (2) x, y ∈ [0,∆u]. From (2) it follows by the previous lemma that
h(x) = x and h(y) = y. By (1) we have that x ≡ y (mod D(u)), so
by condition C3) in Lemma 2.2.2, x ∧ d = ∧d with (3) d ∈ D(u), then
(4) x∧ h(d) =h(x)∧ h(d) = h(x∧ d) =h(y ∧ d) = h(y)∧ h(d) = y ∧ h(d).

From (3), since D(u) = Ker(h) we have that (5) h(d) = ∆u, so from
(5) and (4) it follows that x ∧∆u = y ∧∆u and since by (2) x, y ≤ ∆u
we have that x = y.

�

Lemma 2.6.3. (L. Monteiro (2002)) If x ∈ [0,∆u] then

CD(u)(x) = [x, x ∨∇ ∼ u].

Proof. Let y ∈ [x, x ∨∇ ∼ u], so (1) x ≤ y and (2) y ≤ x ∨∇ ∼ u.
From (1) it follows that 1 = ∇ ∼ x ∨ x ≤ ∇ ∼ x ∨ y = x→ y then x→ y = 1

and therefore (3) x→ y ∈ D(u).
From (2) it follows that 1 = ∇ ∼ y ∨ y ≤ ∇ ∼ y ∨ x ∨ ∇ ∼ u, so

∇ ∼ y ∨ x ∨ ∇ ∼ u = 1 and therefore ∆u ∧ (∇ ∼ y ∨ x ∨ ∇ ∼ u) = ∆u,
this is (∆u ∧ (∇ ∼ y ∨ x)) ∨ (∆u ∧ ∇ ∼ u) = ∆u ∧ (∇ ∼ y ∨ x) = ∆u, and
therefore ∆u ≤ ∇ ∼ y ∨ x = y → x then since ∆u ∈ D(u) we have that (4)
y → x ∈ D(u).

From (1) it follows that ∼ y ≤∼ x and therefore 1 = ∇y∨ ∼ y ≤ ∇y∨ ∼ x =
∼ y →∼ x so ∼ y →∼ x = 1 and therefore (5) ∼ y →∼ x ∈ D(u).

From (2) it follows that ∼ x ∧∆u ≤∼ y, so ∇x ∨ (∼ x ∧∆u) ≤ ∇x∨ ∼ y =
∼ x →∼ y then ∆u ≤ ∇x ∨∆u = 1 ∧ (∇x ∨∆u) = (∇x∨ ∼ x) ∧ (∇x ∨∆u) =
∇x ∨ (∼ x ∧∆u) ≤∼ x →∼ y, and since ∆u ∈ D(u), we have (6) ∼ x →∼ y ∈
D(u).

From (3), (4), (5) and (6) it follows by Lemma 2.2.2 that y ≡ x (mod D(u))
this is y ∈ CD(u)(x).

Conversely if y ∈ CD(u)(x), where (7) 0 ≤ x ≤ ∆u, this is y ≡ x (mod D(u)),
then by Lemma 2.2.2, there exists d ∈ D(u) = F (∆u) such that x∧ d = y∧ d and
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therefore x ∧ d ∧∆u = y ∧ d ∧∆u so since d ∈ F (∆u), this is ∆u ≤ d and by (7)
x ≤ ∆u it follows that (8) x = y ∧∆u, then since y ∧∆u ≤ y, we have that (9)
x ≤ y. From (8) it follows that

∇ ∼ u ∨ x = ∇ ∼ u ∨ (y ∧∆u) = ∇ ∼ u ∨ y
and since y ≤ ∇ ∼ u ∨ y, we have that (10) y ≤ x ∨ ∇ ∼ u. From (9) and (10)
we have that x ≤ y ≤ x ∨∇ ∼ u, this is y ∈ [x, x ∨∇ ∼ u]. �

The previous lemma generalizes a result by L. Monteiro in [66].



CHAPTER 3

Products and factors

3.1. Simple algebras

Definition 3.1.1. A  Lukasiewicz algebra L is said to be simple if:

Si1) L has more than one element,
Si2) every homomorphic image of L has a single element or is isomorphic to

L, this is, the only homomorphic images of L are the trivial ones.

Lemma 3.1.2. A  Lukasiewicz algebra L is simple if and only if:

Si1) L has more than one element,
Si2′) the only deductive systems of L are D(1) = {1} and D(0) = L.

Proof. Let L be a simple  Lukasiewicz algebra so Si1) holds. Let D be a
deductive system of L. By hypothesis L/D is isomorphic to L or to the singleton
algebra. If L ∼= L/D, then CD(x) = {x} and since CD(1) = D we have that
D = {1} = D(1). If L/D has a single element then CD(x) = L for all x ∈ L, so
D = CD(1) = L = D(0).

Conversely if L is a  Lukasiewicz algebra such that Si1) and Si2′) hold, then
the only homomorphic images of L are L/D(1) and L/D(0), which are isomorphic
to L and the singleton algebra respectively.

�

Corollary 3.1.3. If L is a simple  Lukasiewicz algebra then {1} is a maximal
deductive system of L.

Lemma 3.1.4. A  Lukasiewicz algebra L is simple if and only if:

Si1) L has more than one element,
Si2′′) B(L) = {0, 1}.

This is a  Lukasiewicz algebra L is simple if and only if the boolean algebra B(L)
is simple.

Proof. Assume that L is a simple  Lukasiewicz algebra and that there exists
(1) b ∈ B(L) such that (2) b 6= 0 and (3) b 6= 1. We know that D(x) = F (∆x) for
all x ∈ L. Then by (1) D(b) = F (∆b) = F (b). By (2), D(b) = F (b) 6= L and by
(3), D(b) = F (b) 6= {1} = D(1). So Si2′) does not hold, a contradiction.

Conversely assume that the  Lukasiewicz algebra L verifies Si1) and Si2′′). We
know that D(1) is a deductive system. Let D be a deductive system such that
D 6= D(1) so there exists (1) d ∈ D such that (2) d 6= 1. From (1) it follows that
(3) ∆d ∈ D and by Si2′′) we have (4) ∆d = 0 or (5) ∆d = 1. Since ∆d ≤ d, if (5)
occurs then d = 1, which contradicts (2) then (4) must hold. From (3) and (4) it
follows that 0 ∈ D and therefore D = L = D(0). �

81
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Corollary 3.1.5. If D is a deductive system of a  Lukasiewicz algebra L, with
more than one element, it is necessary and sufficient that D is a maximal deductive
system of L for L/D = L′ to be simple.

Proof. Assume that L′ = L/D is simple, then L′ is an algebra with more
than one element and therefore D is a proper deductive system and by Lemma
3.1.4, B(L′) = {0′, 1′}. Let h be the natural homomorphism from L to L/D.
Since h(∇x) = ∇h(x) then h : B(L) → B(L/D). Furthermore D = h−1(1′) and
I = h−1(0′) is an ideal of the lattice L, B(L) ⊆ D∪I, ∆D = D∩B(L) is a proper
filter of B(L) and it is easy to prove that ∆I = I∩B(L) is a proper ideal of B(L).
Also, ∆D∩∆I = ∅ and ∆D∪∆I = B(L), so ∆D is a prime filter of B(L), this is
∆D is an ultrafilter of the boolean algebra B(L), then by Lemma 2.1.19, F (∆D)
is a maximal deductive system of L and by Lemma 2.1.19, F (∆D) = D.

Assume now that D is a maximal deductive system of L, so D is proper and
therefore L′ = L/D has more than one element. Let b′ ∈ B(L′) be such that
b′ 6= 1′ and let h be the natural epimorphism from L to L/D, so there exists b ∈ L
such that h(b) = b′ and since b′ ∈ B(L′) we have that b ∈ B(L) and b 6= 1. Since
D is a maximal deductive system, we know by Corollary 2.4.23 that (1) b ∈ D or
(2) ∼ b ∈ D. If (1) occurs then 1′ = h(b) = b′, a contradiction, so (2) holds and
therefore ∼ b′ = h(∼ b) = 1′ and therefore b′ = 0′. Then B(L′) = {0′, 1′}, this is,
L′ is simple. �

From the previous corollary it follows that it is important to study the maximal
deductive systems to determine simple algebras.

We shall denote with B the boolean algebra with two elements and with T
the centered  Lukasiewicz algebra with three elements, as shown in Example 1.2.3.
The next lemma is a special case of the lemma proved by L. Monteiro in 1971 for
monadic  Lukasiewicz algebras [62].

Lemma 3.1.6. If L is a  Lukasiewicz algebra, with more than one element,
then the following conditions are equivalent:

a) L is simple,
b) For every a ∈ L, if a 6= 1 then ∆a = 0,
c) L ∼= B or L ∼= T.

Proof. a) implies b): By Corollary 3.1.3, M = {1} is a maximal deductive

system so if a 6= 1, a /∈M then by the Theorem 2.4.21, there exists m ∈M = {1}
such that 0 = ∆a ∧m = ∆a ∧ 1 = ∆a.

b) implies c):

First case: L \B(L) = ∅, this is L = B(L). Then if (1) b ∈ B(L) and (2)

b 6= 1, by (1) ∆b = b and from (2) it follows by the hypothesis that ∆b = 0, which
proves that B(L) = {0, 1} and therefore L ∼= B.

Second case: L \B(L) 6= ∅. If c ∈ L \ B(L) we have that (3) c 6= 0 and (4)

c 6= 1. From (4) it follows by the hypothesis that ∆c = 0. If ∼ c = 1 then c = 0,
which contradicts (3), so ∼ c 6= 1 and it follows by the hypothesis that ∆ ∼ c = 0
this is ∇c = 1. Therefore we have that for all c ∈ L \ B(L), c is a center of the
algebra L and since the center is unique L = {0, c, 1} ∼= T.
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c) implies a): If L ∼= B or L ∼= T then L has more than one element and the

only deductive systems of L are D(0) and D(1). �

Note that B is isomorphic to a subalgebra of T.

Lemma 3.1.7. If M is a maximal deductive system of a  Lukasiewicz algebra
L then L/M ∼= B or L/M ∼= T.

Proof. SinceM ∈M(L) then by Corollary 3.1.5, L/M is a simple  Lukasiewicz
algebra, so by Lemma 3.1.6, 3) L/M ∼= B or L/M ∼= T. �

Lemma 3.1.8. If L is a finite  Lukasiewicz algebra, with more than one ele-
ment, then F (b) is a maximal deductive system of L if and only if b is an atom
of the boolean algebra B(L). (L. Monteiro, 2002)

Proof. Let F (b) be a maximal deductive system, so in particular it is a
deductive system, so by Lemma 2.4.4 we have that b ∈ B(L). Assume there exists
x ∈ B(L) such that 0 ≤ x ≤ b so F (b) ⊆ F (x) ⊆ F (0) = A, and since by Lemma
2.4.4, F (x) is a deductive system and F (b) is maximal, it follows that F (x) = F (b)
or F (x) = F (0), this is x = b or x = 0, which proves b is an atom of B(L).

Conversely assume that b is an atom of B(L). We know that D(x) = F (∆x)
for all x ∈ L, so from b ∈ B(L) it follows that D(b) = F (∆b) = F (b). Since b 6= 0
the deductive system F (b) is proper. Assume that (1) D is a deductive system
such that (2) F (b) ⊆ D. Since D is a filter and L is finite (3) D = F (x), for
some x ∈ L. From (2) and (3) we have F (b) ⊆ F (x) and therefore (4) x ≤ b
so (5) 0 ≤ ∆x ≤ ∆b = b. Since b is an atom of B(L) and 0,∆x ∈ B(L) then
(6) ∆x = 0 or (7) ∆x = b. Since x ∈ D and D is a deductive system we have that
(8) ∆x ∈ D. If (6) holds, from (6) and (8) it follows that 0 ∈ D and therefore
D = L. If (7) holds, since b = ∆x ≤ x then b = x and therefore D = F (b), which
proves that F (b) is a maximal deductive system. �

Therefore if L is a finite  Lukasiewicz algebra with more than one element, the
number of maximal deductive systems is the same as the number of atoms in the
boolean algebra B(L).

3.2. Cartesian product

Given a family of  Lukasiewicz algebras {Li}i∈I , let L =
∏
i∈I
Li be the cartesian

product of the family of sets {Li}i∈I , this is, the set of all the functions x : I →⋃
i∈I
Li such that for each element i ∈ I they take a value x(i) = xi ∈ Li. Then xi is

the coordinate with index i of the element x ∈ L and it is denoted by x = [xi]i∈I ,
x = [xi], x = (xi)i∈I or x = (xi).

We represent with 0i and 1i the bottom and top elements respectively of the
algebras Li, i ∈ I. Let 0 = (0i)i∈I , 1 = (1i)i∈I and given x = (xi)i∈I ∈ L, y =
(yi)i∈I ∈ L, put by definition:

∇x = (∇xi)i∈I , ∼ x = (∼ xi)i∈I , x ∧ y = (xi ∧ yi)i∈I , x ∨ y = (xi ∨ yi)i∈I .
It is easy to prove that (L, 1,∼,∇,∨,∧) is a  Lukasiewicz algebra which we

call the cartesian product or direct product of the family of  Lukasiewicz algebras
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{Li}i∈I . Each one of the sets Li is called the i-th coordinate axis or i-th axis. If
Li = L,∀i ∈ I, then

∏
i∈I
Li is the set of all the functions from I to L. In this case

we write LI instead of
∏
i∈I
Li. If I is finite, for example I = {1, 2, . . . , n} then any

of the following notations may be used:
n∏
i=1

Li or L1 × L2 × . . .× Ln.

In this case if x ∈
n∏
i=1

Li then: x = (x(1), x(2), . . . , x(n)) = (x1, x2, . . . , xn).

It is clear that L1 × L2 6= L2 × L1, but L1 × L2 and L2 × L1 are isomorphic
 Lukasiewicz algebras. It is also easy to prove that L1×(L2×L3) ∼= (L1×L2)×L3.

Notice that if L,L′ are  Lukasiewicz algebras and f is a fixed element of L, then
the subset Cf of L×L′ defined by Cf = {(f, y) : y ∈ L′} is a  Lukasiewicz algebra
isomorphic to L′, if we define ∼ (f, y) = (f,∼ y), ∇(f, y) = (f,∇y) and in the
same manner, if f ′ is a fixed element of L′ then Cf ′ = {(x, f ′) : x ∈ L} ⊆ L×L′ is
a  Lukasiewicz algebra isomorphic to L as long as we define ∼ (x, f ′) = (∼ x, f ′),
∇(x, f ′) = (∇x, f ′).

3.3. Factorization of an axled  Lukasiewicz algebra

Notice the following facts:

• Every boolean algebra A is a  Lukasiewicz algebra where ∇x = ∆x = x
for all x ∈ A and conversely, every  Lukasiewicz algebra in which ∇x =
∆x = x for all x is a boolean algebra.
• If A is a boolean algebra then e = 0 is the axis of A regarded as a

 Lukasiewicz algebra, since ∆e = e = 0 and (∆x∨e)∧∇x = (x∨0)∧x = x
for all x ∈ A.
• If c is a center of a  Lukasiewicz algebra L then c is an axis of the

 Lukasiewicz algebra L.
• In the remaining part of this section we will only consider  Lukasiewicz

algebras which are not boolean algebras nor centered algebras.

Gr. Moisil [27], p. 66–90 proved the following theorem.

Theorem 3.3.1. Every axled  Lukasiewicz algebra is the cartesian product of
a boolean algebra by a centered  Lukasiewicz algebra.

To prove this theorem, Moisil used some results from ring theory (see section
1.9).

L. Monteiro, [62] presented a simpler proof of this theorem, using only results
from the theory of  Lukasiewicz algebras.

Recall this result about distributive lattices: Let R be a distributive lattice
with bottom element 0 and top element 1. If x ∈ R we write [x) = F (x) =
{y ∈ R : x ≤ y} and (x] = I(x) = {y ∈ R : y ≤ x}. These sets are respectively
a filter and an ideal of R and are called principal filter and principal ideal. Fur-
thermore, F (x) is a distributive lattice with bottom element x and top element 1,
while I(x) is a distributive lattice with bottom element 0 and top element x. We
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denote with B(R) the set of all the boolean elements of R, so {0, 1} ⊆ B(R). If
x ∈ B(R) we denote with −x its boolean complement.

Lemma 3.3.2. If R is a distributive lattice with bottom element 0 and top
element 1 and b ∈ B(R) \ {0, 1} then R is isomorphic to the cartesian product of
the distributive lattices I(b) and I(−b) this is R ∼= I(b)× I(−b).

The isomorphism from R to I(b)× I(−b) is defined by h(x) = (x ∧ b, x ∧−b).

Lemma 3.3.3. If R is a finite, non trivial, reducible distributive lattice, i.e.

R ∼= R1×R2, where R1 and R2 are nontrivial distributive lattices then R ∼=
t∏
i=1

(ai],

where A(B(R)) = {a1, a2, . . . , at}.

Lemma 3.3.4. (L. Monteiro, [62]) If L is a  Lukasiewicz algebra and b ∈
B(L) \ {0, 1} then L ∼= L/F (b)× L/F (∼ b).

Proof. Recall that if b ∈ B(L) then its boolean complement is ∼ b. Since
b,∼ b ∈ B(L) then we know that F (b) and F (∼ b) are deductive systems so by
Lemma 2.6.1, L/F (b) ∼= I(b) and L/F (∼ b) ∼= I(∼ b). Then by Lemma 3.3.2, the
distributive lattice L is isomorphic to the distributive lattice

I(b)× I(∼ b) ∼= L ∼= L/F (b)× L/F (∼ b).

Since the function h defined above is a lattice isomorphism we have that

(i) h(0) = 0,
(ii) h(1) = 1,
(iii) h(x ∧ y) = h(x) ∧ h(y),
(iv) h(x ∨ y) = h(x) ∨ h(y),

We prove now that

(v) h(∇x) = ∇h(x). Indeed, ∇h(x) = ∇(x ∧ b, x∧ ∼ b) =
(∇x ∧∇b,∇x ∧∇ ∼ b) = (∇x ∧ b,∇x∧ ∼ b) = h(∇x).

In a similar manner we can prove

(vi) h(∆x) = ∆h(x).

Then since h verifies (i) to (vi), by the results by L. Monteiro [52], it turns
out that h respects the operator ∼ and in consequence h is a  Lukasiewicz algebra
homomorphism. Since h is bijective then h is a isomorphism. �

Lemma 3.3.5. The cartesian product of a boolean algebra and a centered
 Lukasiewicz algebra is an axled  Lukasiewicz algebra.

Proof. If B is a boolean algebra and C is a centered  Lukasiewicz algebra
with center c then it easy to check that the element e = (0, c) ∈ B ×C is an axis
of the  Lukasiewicz algebra B × C. �

Lemma 3.3.6. If L is a  Lukasiewicz algebra and a ∈ L verifies ∆a = 0 then
the quotient algebra E = L/F (∇a) is a centered  Lukasiewicz algebra (L. Monteiro
[62]).
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Proof. We shall prove that c = C(a), where C(a) is the equivalence class,
mod F (∇a), containing the element a, is the center of the quotient algebra
E = L/F (∇a). Indeed, we prove that ∼ C(a) = C(a) this is, we prove that
∼ a ≡ a mod F (∇a). It will be enough to notice that the following conditions
are equivalent:

∆a = 0 ⇐⇒ by Lemma 1.4.10, a ≤∼ a ⇐⇒ a = a∧ ∼ a ⇐⇒ by L9),
a = a ∧∇a = a∧ ∼ a ⇐⇒ by L7), a =∼ a∧∇a ⇐⇒ ∼ a ≡ a mod F (∇a). �

Lemma 3.3.7. (L. Monteiro [62]) If L is an axled  Lukasiewicz algebra with
axis e then the quotient algebra B = L/F (∼ ∇e) = L/F (∆ ∼ e) is a boolean
algebra.

Proof. We prove that ∆C(x) = C(x) for all x ∈ L, this is, ∆x ≡ x mod
F (∆ ∼ e).

Since L has an axis then x = (∆x ∨ e) ∧∇x = ∆x ∨ (e ∧∇x) for all x ∈ L,
so x ∧∆ ∼ e = (∆x ∧∆ ∼ e) ∨ (e ∧∆ ∼ e ∧∇x) = (∆x ∧∆ ∼ e) ∨ (0 ∧∇x) =
∆x ∧∆ ∼ e and therefore ∆x ≡ x mod F (∆ ∼ e). �

We prove now Theorem 3.3.1. Let L be an axled  Lukasiewicz algebra with axis
e that is not a boolean algebra nor a centered algebra. Then ∇e 6= 1 and ∇e 6= 0,
because if ∇e = 0 then e = 0 and L would be a boolean algebra, contradicting
the hypothesis. If ∇e = 1 then e would be a center of L, contradicting the other
hypothesis.

Thus we have that ∇e ∈ B(L) \ {0, 1}, so by Lemma 3.3.4, we know that

L ∼= L/F (∼ ∇e)× L/F (∇e)
where by Lemma 3.3.7, L/F (∼ ∇e) is a boolean algebra and by Lemma 3.3.6,
L/F (∇e) is a centered  Lukasiewicz algebra.

Remark 3.3.8. • If L is a centered  Lukasiewicz algebra, so an axled
algebra, then we can write L ∼= P × L where P is a boolean algebra with
a single element.
• If L is a boolean algebra, then L ∼= L × P where P is the centered

 Lukasiewicz algebra with a single element.

Lemma 3.3.9. If L is a finite non trivial  Lukasiewicz algebra, different from

B and T, and A(B(L)) = {a1, a2, . . . , at}, then L ∼=
t∏
i=1

(ai].

Proof. By hypothesis B(L) is finite, non trivial, and B(L) 6= {0, 1}, so by

Lemma 3.3.3, L ∼=
t∏
i=1

(ai]. �

Remark 3.3.10. Let (A, ∃) be a finite monadic boolean algebra with n atoms,
n ∈ IN, and assume that the boolean algebra K(A) = {x ∈ A : ∃x = x} has h
atoms 1 ≤ h ≤ n. If the partition {X1, X2, . . . , Xh} of A(A) associated to K(A)
is such that: N [Xi] = 1 for 1 ≤ i ≤ k and N [Xi] > 1 for k + 1 ≤ i ≤ h, then
the atoms of K(A) are ki =

∨
x∈Xi

x, 1 ≤ i ≤ h. By the results in section 1.10 we

know that L(A) is a  Lukasiewicz algebra such that the boolean algebras B(L(A))
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and K(A) are isomorphic, so B(L(A)) has h atoms, and the atoms of B(L(A))
are C(ki), 1 ≤ i ≤ h. Moreover, if 1 ≤ i ≤ k, then ki ∈ A(A). By Lemma 1.10.5,
(C(ki)] ∼= B. If k + 1 ≤ i ≤ h, then ki =

∨
x∈Xi

x. By Lemma 1.10.7 it follows that

∃x is an atom of K(A) for any x ∈ Xi, and since x ≤ ki, ∃x ≤ ∃ki = ki, so since
ki is an atom of K(A), we must have ki = ∃x for some x ∈ Xi. Applying Lemma
1.10.8 it follows that (C(∃x)] = (C(ki)] ∼= T so from the assumptions taken and
the previous lemmas we have that:

L(A) ∼=
h∏
i=1

(C(ki)] ∼= Bk ×Th−k.

3.4. Subdirect product of  Lukasiewicz algebras

Given a non-empty family of  Lukasiewicz algebras {Li}i∈I , consider the  Luka-
siewicz algebra P =

∏
i∈I
Li. Given i ∈ I, consider the i-th projection πi of P

over Li defined by πi(a) = ai ∈ Li. We know that πi is a lattice homomorphism
from P onto Li such that πi(1) = 1i and πi(0) = 0i. Furthermore, if a ∈ P then
∼ πi(a) =∼ ai = πi((∼ aj)) = πi(∼ a), ∇πi(a) = ∇ai = πi((∇aj)) = πi(∇a)
therefore each one of the i-th projections is an epimorphism from P onto Li.

Definition 3.4.1. If S is a subalgebra of the  Lukasiewicz algebra P =
∏
i∈I
Li

such that Πi(S) = Li, for all i ∈ I, then we say that S is a subdirect product of
the  Lukasiewicz algebras Li.

Lemma 3.4.2. Every subalgebra S of the cartesian product P =
∏
i∈I
Li is a

subdirect product of  Lukasiewicz algebras.

Proof. For each i ∈ I let L′i = πi(S). Since the projections are homomor-
phisms from P to Li then L′i is a subalgebra of Li. Let P ′ =

∏
i∈I
L′i and π′i be the

i-th projection of P ′ on L′i. We prove that S is subdirect product of P ′, this is,
that S is a subalgebra of P ′ and π′i(S) = L′i for all i ∈ I. By the definition of
P ′ it is immediate that the second condition holds. Given s = (si)i∈I ∈ S, since
si = πi(s) ∈ L′i, then s = (ai)i∈I ∈ P ′ =

∏
i∈I
L′i. Therefore S is a subset of P ′, and

therefore S is a subalgebra of P ′. �

Definition 3.4.3. A  Lukasiewicz algebra L is said to be subdirectly reducible
if L is isomorphic to a subalgebra L′ of a direct product P =

∏
i∈I
Li, and such that:

1. πi(L
′) = Li, for all i ∈ I.

2. None of the projections is an isomorphism.

A  Lukasiewicz algebra is said to be subdirectly irreducible if it is not is sub-
directly reducible.
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3.5. Moisil’s representation theorem

Once we know the simple algebras, we can build new ones using elemental
methods as indicated before. The homomorphic images of the simple algebras, do
not yield new ones.

Therefore, it remains to build cartesian products and to determine subalgebras
of those products. This leads naturally to the following definition: A  Lukasiewicz
algebra is said to be semisimple if it is isomorphic to a subdirect product of simple
 Lukasiewicz algebras.

Theorem 3.5.1. (Moisil’s representation Theorem) Every  Lukasiewicz alge-
bra with more than one element is subdirect product of simple  Lukasiewicz algebras.

Proof. If the  Lukasiewicz algebra L is simple, then the theorem holds. As-
sume then L is not simple, so B(L) 6= {0, 1} and there exists b ∈ B(L) such that
b 6= 0, b 6= 1. Therefore ∼ b ∈ B(L) and ∼ b 6= 0,∼ b 6= 1, so there exist maximal
deductive systems M1 and M2 such that b ∈ M1 and ∼ b ∈ M2. Furthermore,
M1 6= M2 because if M1 = M2 then b,∼ b ∈M1, which contradicts Lemma 2.4.22.
Therefore if L is not simple there exist at least two different maximal deductive
systems. Let M(L) be the set of the maximal deductive systems of L. For each
M ∈M(L) let hM be the natural epimorphism from L to L/M . We know that if
M ∈M(L) then L/M ∼= B or L/M ∼= T, so since B is isomorphic to a subalgebra
of T we can assume that for each M ∈M(L), hM is a homomorphism from L to
T. Let F = TM(L). We already know that F is a  Lukasiewicz algebra. We shall
prove now that L is isomorphic to a subalgebra A of F . For this, consider the
following transformation: given f ∈ L put ϕ(f) = F where F is defined by:

F (M) = hM(f), for every M ∈M(L),

so F ∈ F . Then

H1) ϕ(f ∨ g) = ϕ(f) ∨ ϕ(g), for all f, g ∈ L.
Let k = f ∨ g, ϕ(f) = F, ϕ(g) = G and ϕ(k) = K, so K(M) =

hM(k) = hM(f ∨ g) = hM(f) ∨ hM(g) = F (M) ∨ G(M) = (F ∨ G)(M)
which proves H1).

H2) ϕ(∼ f) =∼ ϕ(f), for all f ∈ L.
Let g =∼ f , ϕ(f) = F , and ϕ(g) = G, so G(M) = hM(g) =

hM(∼ f) = ∼ hM(f) = ∼ F (M) = (∼ F )(M), which proves H2).
H3) ϕ(∇f) = ∇ϕ(f), for all f ∈ L.

Let g = ∇f , ϕ(f) = F , and ϕ(g) = G, so G(M) = hM(g) =
hM(∇f) = ∇hM(f) = ∇F (M) = (∇F )(M), which proves H3).

Thus we have proved that ϕ is a homomorphism and therefore A = ϕ(L) is a
subalgebra of F .

ϕ is injective. Let f, g ∈ L be such that (1) f 6= g, ϕ(f) = F and ϕ(g) = G.
To prove that F 6= G we need to show that there exists at least a M ∈ M(L)
such that F (M) 6= G(M). From (1) it follows by Moisil’s determination principle
that (2) ∇f 6= ∇g or (3) ∆f 6= ∆g.

If (2) occurs then (2a) ∇f 6≤ ∇g or (2b) ∇g 6≤ ∇f . Assume (2a) holds (in
the other case the proof is similar). From (2a) it follows that D = F (∇f) is a
deductive system and that ∇g /∈ D, therefore D is a proper deductive system
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and in consequence we know that D is intersection of maximal deductive systems,
so there exists a maximal deductive system M such that D ⊆ M and ∇g /∈ M ,
therefore ∇f ∈M and ∇g /∈M , so 1 = hM(∇f) = ∇(hM(f)) and 1 6= hM(∇g) =
∇(hM(g)). Then ∇(hM(f)) 6= ∇(hM(g)) and F (M) = hM(f) 6= hM(g) = G(M).

If (3) holds then (3a) ∆f 6≤ ∆g or (3b) ∆g 6≤ ∆f . Assume (3a) holds (in
the other case the proof is similar). From (3a) it follows that D = F (∆f) is a
deductive system and that ∆g /∈ D, therefore D is a proper deductive system.
In consequence we know that D is intersection of maximal deductive systems, so
there exists a maximal deductive system M such that D ⊆ M and ∆g /∈ M .
As a consequence ∆f ∈ M and ∆g /∈ M , so 1 = hM(∆f) = ∆(hM(f)) and
1 6= hM(∆g) = ∆(hM(g)). Therefore ∆(hM(f)) 6= ∆(hM(g)) and then F (M) =
hM(f) 6= hM(g) = G(M).

We have proved thus that the subalgebra A of F is isomorphic to L.
To prove that ϕ is injective we could also proceed as follows: Let f, g ∈ L,

ϕ(f) = F , and ϕ(g) = G, and assume F = ϕ(f) = ϕ(g) = G, this is, F (M) =
G(M) for all M ∈M(L), so hM(f) = hM(g) for all M ∈M(L). In consequence
1 = hM(f)� hM(g) = hM(f � g) and 1 = hM(g)� hM(f) = hM(g� f), this
is f � g, g� f ∈ (hM)−1(1) = M for all M ∈M(L) and since

⋂
M∈M(L)

M = {1}

then f � g = 1 = g� f and therefore f = g. �

Theorem 3.5.2. If L is a finite, not simple  Lukasiewicz algebra with more
than one element, and M(L) = {M1,M2, . . . ,Mn} the set of its maximal deductive
systems, then:

L ∼= L/M1 × L/M2 × · · · × L/Mn.

Proof. Let F = TM(L), as in Theorem 3.5.1, and let A = L/M1 × L/M2 ×
· · ·×L/Mn. We know that the mapping ϕ : L→ F , defined by: ϕ(f) = F , where
F (Mi) = hMi

(f), for i = 1, 2, . . . , n, and every f ∈ L, is a homomorphism from

L to F and that since
n⋂
i=1

Mi = {1} then ϕ is injective, also as in Theorem 3.5.1.

Observe that A ⊆ F , once we identify L/Mi with a subalgebra of T.
Let us prove that the image of ϕ isA. Since L is a finite, not simple  Lukasiewicz

algebra with more than one element, then B(L) is a finite boolean algebra with
more than one atom. Let b1, b2, . . . , bn be the atoms of the boolean algebra B(L),
then by Lemma 3.1.8, {Mi = F (bi) : 1 ≤ i ≤ n} is the set of the maximal
deductive systems of L and all the L/Mi, 1 ≤ i ≤ n are simple algebras. In
a similar manner to that indicated in the proof of Theorem 3.5.1 we can prove
that L is isomorphic to a subalgebra of the algebra F where the isomorphism
is defined by ϕ(x) = (hM1(x), hM2(x), . . . , hMn(x)) and where hMi

is the natural
epimorphism from L onto L/Mi. Given y = (y1, y2, . . . , yn) ∈ A then for each

yi ∈ L/Mi there exists xi ∈ L such that hMi
(xi) = yi. Let x =

n∨
i=1

(xi ∧ bi).

Since bi ∈ B(L) then hMj
(bi) ∈ B(Lj) = {0, 1} so hMj

(bi) = 0 for j 6= i and

hMj
(bj) = 1. Therefore hMj

(x) = hMj
(
n∨
i=1

(xi ∧ bi)) =
n∨
i=1

(hMj
(xi) ∧ hMj

(bi)) =

hMj
(xj) ∧ hMj

(bj) = hMj
(xj) ∧ 1 = hMj

(xj) = yj. This proves that ϕ(x) = y. �
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Remark 3.5.3. Every deductive system D of L is in particular a filter and
since L is a finite distributive lattice, all its filters are principal, so D = F (x),
for some x ∈ L and since D is a deductive system and x ∈ F (x) = D it follows
that ∆x ∈ F (x) and therefore D = F (b) with b ∈ B(L). On the other hand, we
know by Lemma 3.1.8 that M is a maximal deductive system of L if and only
if b is an atom of B(L). Furthermore (1) L/Mi

∼= B or (2) L/Mi
∼= T for

1 ≤ i ≤ n. We can assume that M1,M2, . . . ,Mk are deductive systems verifying
(1) and Mk+1, . . . ,Mn are deductive systems verifying (2).

Notice that it could be the case that in L there are no deductive systems veri-
fying (1) or (2), but there are always deductive systems verifying one of the two
conditions.

Then the number of elements of
n∏
i=1

L/Mi is equal to 2k × 3n−k.

3.6. Injective  Lukasiewicz algebras

Definition 3.6.1. A  Lukasiewicz algebra C is said to be injective if for any
 Lukasiewicz algebra L and any S, subalgebra of L, for every homomorphism h :
S → C there exists a homomorphism H : L→ C extending h, this is H(s) = h(s)
for all s ∈ S.

A. Monteiro in the lectures given in 1963, [36] posed to his students the prob-
lem of determining the injective  Lukasiewicz algebras and conjectured that they
were the complete centered  Lukasiewicz algebras. L. Monteiro, published an arti-
cle in 1965, [57], proving this conjecture and that this result is a consequence of
an important theorem due to R. Sikorski [76].

Given that every  Lukasiewicz algebra is a bounded distributive lattice, it is
clear that:

Lemma 3.6.2. The cartesian product of complete  Lukasiewicz algebras is a
complete  Lukasiewicz algebra.

Theorem 3.6.3. Every  Lukasiewicz algebra L is isomorphic to a subalgebra
of a centered and complete  Lukasiewicz algebra.

Proof. If L is trivial then clearly L is centered and complete. If L is simple
then we know that L ∼= T or L ∼= B and in this latter case B ∼= {0, 1} ⊂ T. If
L is not trivial, nor simple then by Theorem 3.5.1 we know that L is isomorphic
to an L-subalgebra of the  Lukasiewicz algebra P = TM(L) where M(L) is the set
of the maximal deductive systems of L and since P ∼=

∏
M∈M(L)

TM where TM = T

for all M ∈M(L), and T is a complete  Lukasiewicz algebra then by Lemma 3.6.2
P is complete. Since the cartesian product of centered  Lukasiewicz algebras is a
centered  Lukasiewicz algebra, then P is centered. �

Theorem 3.6.4. (L. Monteiro, [57]) A  Lukasiewicz algebra C is injective if
and only if C is complete and centered.

Proof. We will only sketch the proof. Assume C is injective, then by The-
orem 3.6.3, C is isomorphic to a L-subalgebra S of a complete and centered
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 Lukasiewicz algebra A. Let f be an isomorphism from C to S and consider the
isomorphism h = f−1 : S → C. Then since C is injective, h can be extended
to a homomorphism H : A → C. Given {xi}i∈I ⊆ C then {f(xi)}i∈I ⊆ S ⊆ A,
so since A is complete, there exists s =

∨
i∈I
H(xi) ∈ A. Then it is proved that

H(s) ∈ C is the supremum of {xi}i∈I , so C is complete. If c is the center of A
then one can prove that H(c) is a center of C.

Now assume that C is a complete  Lukasiewicz algebra with center c, A is a
 Lukasiewicz algebra, S an L-subalgebra of A, and h : S → C a homomorphism.
Consider the boolean algebras B(A), B(S) and B(C). Since C is complete we
know by Corollary 1.12.6 that B(C) is a complete boolean algebra. Let f be
the restriction of h to B(S) so f is a boolean homomorphism, so by R. Siko-
rski’s theorem [76], there exists a boolean homomorphism F : B(A) → B(C)
extending f . Then we prove that the function H : A → C defined by H(x) =
(F (∆x) ∨ c) ∧ F (∇x) is a homomorphism from A to C extending h. �

This result was generalized by R. Cignoli in 1975, [14] who proved that:

Theorem 3.6.5. A Kleene algebra is injective if and only if it is a three valued
complete Post algebra.





CHAPTER 4

Free algebras

4.1. Introduction

In this chapter we will determine the  Lukasiewicz algebras Ln with a finite
number n of free free generators and prove that the number of elements of this
algebra is given by:

N(Ln) = 22n · 33n−2n .

Definition 4.1.1. Given a cardinal number α > 0 we say that L is a  Lukasiewicz
algebra with α free generators, if

L1) L contains a subset G of cardinality α such that LS(G) = L,
L2) every mapping f : G→ L′, where L′ is an arbitrary  Lukasiewicz algebra,

can be extended to a homomorphism hf , necessarily unique, from L to L.′

Under these conditions we say that G is a set of free generators of L and a
 Lukasiewicz algebra is said to be free if it has a set of free generators. To make
explicit the cardinal number α we denote L = Lα.

Since the notion of  Lukasiewicz algebra is given through identities, we know
by a result of Garret Birkhoff [8], that the  Lukasiewicz algebra Lα with a set of
free generators G = {gi}i∈I for a given cardinal α exists and is unique (up to
isomorphisms).

We shall study the algebras Ln, where n is a natural number ≥ 1, this is
G = {g1, g2, . . . , gn}.

4.2. Determination of the  Lukasiewicz algebra Ln with n free
generators

The following results were indicated by A. Monteiro in 1966, [44], and the
proofs were published in 1998 [49].

We saw that if L is a non trivial  Lukasiewicz algebra, then L is isomorphic to
a subalgebra of ∏

M∈M(L)

L/M

and that if M(L) is a finite set then L ∼=
∏

M∈M(L)

L/M . We shall prove that

the set M(Ln) is finite, from where it follows that the set of its prime filters is
finite, and we know that this set determines Ln. By Lemma 3.1.7 if M ∈M(Ln)
then Ln/M ∼= B or Ln/M ∼= T. Identifying isomorphic algebras we have that
Ln/M = B or Ln/M = T

Let M be a maximal deductive system of Ln and hM the natural homomor-
phism from Ln onto the quotient algebra Ln/M . Since G = {g1, g2, . . . , gn} is

93
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the set of free generators of Ln, and hM is the epimorphism from Ln to Ln/M ,
then by Lemma 2.2.9, hM(G) is a set of generators of Ln/M . Now we define
kM = iM ◦ hM , where iM is the embedding from Ln/M to T. Since we identify
Ln/M with a subalgebra of T, we can think that kM is hM . The homomorphism
hM determines a mapping f from G to T, namely the restriction, hM|G of hM to
the set G. Since Ln is a free algebra, hM is the only homomorphism that coincides
with f when restricted to G.

Put by definition: ψ(M) = hM|G , so ψ : M(Ln)→ TG. If f is a function from
G to T, then there exists a unique homomorphism hf from Ln to T extending f .
Let M = Ker(hf ). By Corollary 3.1.5, M is a maximal deductive system.

We prove now that hM = hf . Let x ∈ Ln.
If x ∈ M = Ker(hf ), then hf (x) = 1. At the same time, hM(x) = [x]M =

[1]M = 1 so hM(x) = 1 = hf (x).
If x ∈∼ Ker(hf ), then x =∼ y for some y ∈ Ker(hf ), so hf (x) = hf (∼ y) =∼

hf (y) =∼ 1 = 0. On the other hand, hM(x) = [x]M = [∼ y]M =∼ [y]M = ∼ [1]M
= [0]M so hM(x) = 0 = hf (x).

If x 6∈ Ker(hf )∪ ∼ Ker(hf ), then hf (x) 6= 0 and hf (x) 6= 1, so we must
have hf (x) = c. In a similar way, hM(x) = [x]M 6= [0]M and hM(x) 6= [1]M so
hM(x) = c.

We have proved that hKer(hf ) = hf , so ψ(Ker(hf )) = hKer(hf )|G = hf|G = f

and therefore ψ is surjective. This already proves that the set M(Ln) is finite, but
we will show that there exists a biunivocal correspondence between the maximal
deductive systems of Ln and the mappings from G to T. Indeed, let M1 and
M2 be two maximal deductive systems of Ln and let hM1 : Ln → Ln/M1 and
hM2 : Ln → Ln/M2 be the respective natural homomorphisms. Let f1 and f2 be
the restrictions of hM1 and hM2 , respectively, to G, so f1 : G→ T, f2 : G→ T.

Assume that ψ(M1) = ψ(M2) this is, that f1(g) = f2(g), for all g ∈ G. Then
hM1(g) = f1(g) = f2(g) = hM2(g). The function f1 = f2 admits a unique extension
to Ln and since hM1 and hM2 are both extensions of f1 = f2, hM1(x) = hM2(x),
for all x ∈ Ln. Therefore M1 = M2.

Thus we have proved that there exist as many maximal deductive systems as
mappings fromG to T. The number of mappings fromG to T is 3n, therefore there
exist 3n different maximal deductive systems in Ln, this is 3n different minimal
prime filters.

Let us determine the number of maximal deductive systems M , such that
Ln/M = B. In this case, the natural homomorphism hM goes from Ln onto B
and therefore the restriction f of hM to G is a mapping from G to B= {0, 1}.

The number of such mappings is, evidently, 2n. Let us see that the set of these
maximal deductive systems of Ln coincides with the set of ultrafilters of Ln.

Indeed, let M be a maximal deductive system of Ln such that (1) Ln/M = B
and let h : Ln → B be the natural homomorphism. Let U be an ultrafilter such
that (2) M ⊆ U . In Corollary 2.5.10 we proved that M = ϕ(U) so ∼M = {U .

Let S = M∪ ∼ M = M ∪ {U . We prove now that S is a subalgebra of Ln
containing G. Indeed:

(i) G ⊆ S.
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Let g ∈ G, if g ∈ M then g ∈ S. If g /∈ M then by (1) hM(g) = 0
and therefore hM(∼ g) =∼ hM(g) = 1 so ∼ g ∈ M and in consequence
g ∈∼M ⊆ S.

(ii) S is a subalgebra.
Let s ∈ S, so s ∈ M or s ∈∼ M . In the former case ∼ s ∈∼ M ⊆ S.

In the latter, s =∼ m where m ∈M so ∼ s = m ∈M ⊆ S.
Let s, t ∈ S, so we can have the following cases (3) s, t ∈ M , (4)

s, t ∈∼M and (5) s ∈M , t ∈∼M .
(3) Since M is a filter, s ∧ t ∈M ⊆ S.
(4) s =∼ m1 with m1 ∈ M y t =∼ m2 with m2 ∈ M , so s ∧ t =

∼ (m1 ∨m2) and since M is a filter, m1 ∈ M y m1 ≤ m1 ∨m2 we have
that m1 ∨m2 ∈M and therefore s ∧ t ∈∼M .

(5) t =∼ m with m ∈ M , so s ∧ t = s∧ ∼ m =∼ (∼ s ∨m). Since
m ∈ M , m ≤∼ s ∨m and M is a filter, we have that ∼ s ∨m ∈ M and
therefore s ∧ t ∈∼M .

To complete the proof that S is a subalgebra it only remains to show
that S verifies (*) “If s ∈ S then ∇s ∈ S”.

In order to do this we shall prove first that B(Ln) ∩ (U \M) = ∅.
Indeed, if there is some b ∈ B(Ln)∩(U \M) then (6) b ∈ B(Ln), (7) b ∈ U
and (8) b /∈M . We know that if b is a boolean element of a  Lukasiewicz
algebra, its boolean complement is precisely ∼ b (see [11], [59]), so from
(6) it follows that (9) b∨ ∼ b = 1 ∈ M . By the Corollary 2.5.10, M is a
prime filter of Ln, so from (9) and (8) it follows that (10) ∼ b ∈M ⊆ U .
From (7) and (10) we conclude that 0 =∼ b ∧ b ∈ U , a contradiction.

From B(Ln) ∩ (U \ M) = ∅ it follows that B(Ln) ⊆ {(U \ M) =
{U ∪M = S, and therefore (*) holds.

Therefore since S is a subalgebra of Ln containing the generators of Ln we
have that S = Ln, this is Ln = M ∪ {U = M ∪ (U \ M) ∪ {U and therefore
U \M ⊆ M ∪ {U , so U \M = (U \M) ∩ (M ∪ {U) = (U ∩ {M) ∩ (M ∪ {U) =
(U ∩ {M ∩M)∪ (U ∩ {M ∩ {U) = ∅. From U \M = ∅ it follows that U ⊆M and
since M ⊆ U we have finally that M = U and therefore M is an ultrafilter.

Conversely, if an ultrafilter M is a deductive system, then M is a maximal
deductive system. Indeed, if M ′ is a deductive system such that M ⊂ M ′ ⊂ Ln
then M ′ would be a proper filter containing M as a proper part, which contradicts
that M is an ultrafilter. Let us prove in this case that Ln/M = B. If Ln/M = T,
and hM is the natural epimorphism from Ln → T, then h−1M (1) = M , and there
exists a ∈ Ln such that hM(a) = c. Furthermore U = h−1M ([c)) is an ultrafilter of
Ln such that U 6= M , so M = h−1M (1) ⊂ h−1M ([c)) = U , a contradiction. Therefore
Ln/M = B.

Then, there exist 2n maximal deductive systems that are ultrafilters and there-
fore 3n − 2n maximal deductive systems that are not ultrafilters.

For each maximal deductive system M that is not an ultrafilter, Ln/M = T.
We have also proved that each maximal deductive system M is properly contained
in one and only one ultrafilter U . Therefore, the Hasse diagram of the set of all
the prime filters of Ln is the following:
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e e e . . . e︸ ︷︷ ︸
2n

e e e . . . e
e e e e
︸ ︷︷ ︸

3n−2n

Therefore, Ln is the cartesian product of the chains in the following Hasse
diagram:

e e e . . . e
e e e e
︸ ︷︷ ︸

2n

e e e . . . e
e e e e
e e e e

︸ ︷︷ ︸
3n−2n

From where it follows that finally

Ln = B2n ×T3n−2n

and

N(Ln) = 22n · 33n−2n .

The diagram for L1 was displayed in Example 1.3.2.
R. Cignoli and A. Monteiro presented a geometric construction of the  Lukasiewicz

algebra with an arbitrary set of free generators [33], which will be laid out in
Chapter VI.

L. Monteiro, A. Figallo and A. Ziliani [71], presented a construction of the
 Lukasiewicz algebras with a given poset of free generators.

4.3. Free Moisil algebras with a finite number of free generators

Axled three-valued  Lukasiewicz algebra, see section 1.3, were introduced by
Gr. M. Moisil [27]. A. Monteiro called these algebras three valued Moisil algebras
or Moisil algebras.

It is clear that if L,L′ are Moisil algebras, e is the axis of L and h : L→ L′ is
a homomorphism then h(e) is an axis of h(L).

If L is a Moisil algebra and X ⊆ L we denote with MS(X) the Moisil subal-
gebra of L generated by X. Clearly if L is a Moisil algebra and e is its axis then,
MS(X) = LS(X ∪ {e}).

Since the notion of Moisil algebra can be defined through identities, we know
by a general result due to Garret Birkhoff [8], that there exists a Moisil algebra
Mα with a set of free generators G of any given cardinality α and it is unique (up
to isomorphisms).

We denote with Mn the Moisil algebra with a set G = {g1, g2, . . . , gn} of free
generators.

We will follow the method used in section 4.2.
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We saw that if L is a non trivial  Lukasiewicz algebra, then L is isomorphic to
a subalgebra of ∏

D∈M(L)

L/D,

and that if the set M(L) is finite then L ∼=
∏

D∈M(L)

L/D.

We know that if D ∈ M(Mn) then Mn/D ∼= B or Mn/D ∼= T. Identifying
isomorphic algebras we have that Ln/M = B or Ln/M = T.

Let M1(Mn) = {D ∈ M(Mn) : Mn/D = B} and M2(Mn) = {D ∈ M(Mn) :
Mn/D = T}.

If D ∈ M1(Mn), let hD be the natural homomorphism from Mn onto the
quotient algebra Mn/D. The homomorphism hD determines a mapping f from
G to B, the restriction, hD|G of hD to the set G, this is f(g) = hD|G(g) = hD(g),

for all g ∈ G. We put by definition: ψ1(D) = hD|G , so ψ1 : M1(Mn)→ BG. In an
similar way as seen in section 4.2, it follows that the mapping ψ1 is surjective.

We prove now that ψ1 is injective. Indeed, let D1, D2 ∈M1(Mn), m1 : Mn →
Mn/D1 and m2 : Mn → Mn/D2 the respective natural homomorphisms. Let f1
and f2 be the restrictions of m1 and m2 respectively, to the set G, so f1 : G→ B,
f2 : G→ B. Assume that ψ1(D1) = ψ1(D2), this is that f1(g) = f2(g), for all g ∈
G. Then m1(g) = f1(g) = f2(g) = m2(g). The function f1 = f2 admits a unique
extension to Mn and since m1 and m2 are extensions of f1 and f2 respectively,
then m1(x) = m2(x), for all x ∈Mn. Therefore D1 = D2.

Thus we have proved that the number of elements in M1(Mn) is the same as
the number of functions from G to B, and we know that this number is equal to
2n.

In a similar manner, if D ∈M2(Mn) and m is the natural homomorphism from
Mn onto the quotient algebra Mn/D = T, then the homomorphism m determines
in this case a mapping f from G to T, precisely the restriction m|G from m to
the set G, this is f(g) = m|G(g) = m(g), for all g ∈ G. Putting by definition:
ψ2(D) = m|G, then ψ2 : M2(Mn)→ TG. Conversely, if f is a mapping from G to
T, then there exists one and only one homomorphism hf from Mn to T extending
f . Since hf (Mn) = MS(hf (G)) = LS(hf (G) ∪ {c}) and the only subalgebra of
T containing the center of T is T itself then hf (Mn) = T. In the same way as
before, we conclude that ψ2 establishes a bijection between M2(Mn) and the set
of all the functions from G to T and we know that this set has 3n elements.

We have finished proving that:

Mn = B2n ×T3n .

therefore the number N(Mn) of elements of Mn is:

N(Mn) = 22n · 33n

A method for determining the Moisil algebra M(α) with a set G of free gen-
erators of cardinality α was indicated by A. Monteiro before 1976 (see [63]), but
his results were published in 1998, [49]. We shall describe them here, with minor
modifications introduced by L. Monteiro in [63].
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Let e be the axis of M(α). We denote B(α) = M(α)/F (∼ ∇e), P (α) =
M(α)/F (∇e).

L. Monteiro proved, see section 3.3, that:

M(α) ∼= B(α)× P (α),

and also that

• B(α) is a boolean algebra,
• B(α) is isomorphic to B = {x ∈M(α) : x ≤∼ ∇e},
• P (α) is a centered  Lukasiewicz algebra,
• P (α) is isomorphic to C = {x ∈M(α) : x ≤ ∇e},
• h(x) = (x∧ ∼ ∇e, x ∧∇e) is an isomorphism from M(α) to B(α)×P (α).

It is easy to check that the function defined by h1(x) = x∧ ∼ ∇e is an
epimorphism from M(α) to B(α).

We shall prove that B(α) is a boolean algebra with a set of free generators of
cardinality α.

Let B∗ be a boolean algebra with a set of free generators G∗ of cardinality
α. Since G and G∗ have the same cardinal, there exists a bijection f : G → G∗,
so since M(α) is a free algebra, f can be extended to a unique homomorphism
H : M(α) → B∗. Since G is a set of generators of M(α) then by Lemma 2.2.9,
MS(H(G)) = H(M(α)) and since MS(H(G)) = MS(f(G)) = MS(G∗) = B∗ it
follows that H is an epimorphism.

(i) The restriction of h1 to the set G is injective.

Indeed, let g, g′ ∈ G be such that h1(g) = h1(g
′) this is g ∧ ∼ ∇e = g′ ∧ ∼ ∇e,

so

H(g ∧ ∼ ∇e) = H(g′ ∧ ∼ ∇e),
this is

H(g)∧ ∼ ∇H(e) = H(g′)∧ ∼ ∇H(e).

Since H is a homomorphism, it takes the axis e of M(α) to the axis of B∗

which we know is the element 0, so we have that

H(g)∧ ∼ ∇0 = H(g′)∧ ∼ ∇0,

this is

H(g) = H(g′)

and since H is an extension of f we have

f(g) = f(g′)

from where it follows, since f injective, that que g = g′. Thus from (i) it follows
that the subset h1(G) = GB of B(α) has the same cardinal as G. Furthermore,
since h1 is surjective, by Lemma 2.2.9, MS(h1(G)) = h1(M(α)) = B(α).

We prove now that GB is a set of free generators of B. For this, let A be
a boolean algebra, f ′ : GB → A and f1 = f ′ ◦ h1|G, so f1 is a function from G
to A and since M(α) is a free algebra, f1 can be extended to a homomorphism
H1 : M(α)→ A. Notice that:

(ii) Ker(h1) ⊆ Ker(H1).
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Indeed, if h1(x) = 1 this is 1 = x∧ ∼ ∇e then

1 = H1(x∧ ∼ ∇e) = H1(x)∧ ∼ ∇H1(e) = H1(x)∧ ∼ ∇0 = H1(x) ∧ 1 = H1(x).

From (ii) it follows by results of the theory of homomorphisms, see Lemma
2.2.6, that there exists a unique homomorphism H2 : B(α) → A such that H2 ◦
h1 = H1.

(iii) H2(g
′) = f ′(g′) for all g′ ∈ GB.

Indeed, given g′ ∈ GB = h1(G), there exists g ∈ G such that h1(g) = g′ so
H2(g

′) = H2(h1(g)) = (H2 ◦ h1)(g) = H1(g) = f1(g) = (f ′ ◦ h1)(g) = f ′(h1(g)) =
f ′(g′).

Thus we have proved that B(α) is a boolean algebra with a set GB of free
generators of cardinality equal to α, the cardinality of G.

In a similar manner one can prove:

• The mapping defined by h2(x) = x ∧ ∇e is an epimorphism from M(α)
to P (α),
• h2(G) = GC is a set of cardinality α,
• GC is a set of free generators of the centered algebra P (α), this is, of the

three valued Post algebra C.

From the result above it follows that M(n) is isomorphic to the cartesian
product of the boolean algebra with n free generators by the Post algebra with n
free generators so M(n) = B2n ×T3n and in consequence

N(Mn) = 22n · 33n

as we pointed out before.





CHAPTER 5

Homomorphic images and further constructions

In this Chapter we shall indicate a construction of all the epimorphisms be-
tween finite  Lukasiewicz algebras and determine their number (L. Monteiro (2003)
[67]).

5.1. Homomorphic images of a finite boolean algebra

If B and B′ are boolean algebras, we denote with Hom(B,B′) (Epi(B,B′))
the set of all the homomorphisms (epimorphisms) from B to B′. We denote with
Bn a boolean algebra with n atoms, where n ∈ N. If b ∈ Bm and b′ ∈ Bn, let
Epi(b,b

′)(Bm, Bn) = {h ∈ Epi(Bm, Bn) : h(b) = b′}.
With A(Bn) we denote the set of the atoms of Bn, and if b ∈ Bn \ {0} we

denote A(b) = {a ∈ A(Bn) : a ≤ b}.
Given Bm and Bn, if m < n then Epi(Bm, Bn) = ∅.
It is well known that if f : A(Bn)→ A(Bm) then the function hf : Bm → Bn

defined by

hf (x) =
∨
{a ∈ A(Bn) : f(a) ≤ x}1,

verifies:

A1) hf ∈ Hom(Bm, Bn),
A2) If a ∈ A(Bm) then hf (a) = 0 if and only if a /∈ f(A(Bn)),
A3) hf is surjective if and only if f is injective, [77, 78],
A4) hf is injective if and only if f is surjective [77, 78].

If h ∈ Epi(Bm, Bn) then given b ∈ A(Bn) we know that [b) is an ultrafilter of
Bn and that h−1([b)) is an ultrafilter of Bm so h−1([b)) = [a) with a ∈ A(Bm).
Furthermore, Ker (h) ⊆ [a). Let f : A(Bn) → A(Bm) defined by f(b) = a, then
f is injective and hf = h.

There exists a bijective correspondence between the set In(A(Bn),A(Bm)) of
all the injective functions from A(Bn) to A(Bm) and the set Epi(Bm, Bn). For
this it is enough to consider the function Φ(f) = hf .

If X is a finite set we denote with N [X] its cardinality.
Let us put by definition

Vm,n =


m!

(m− n)!
, if m ≥ n

0, if m < n.

Thus:
N [Epi(Bm, Bn)] = Vm,n.

1Notice that in this setting,
∨
∅ = 0.

101
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Lemma 5.1.1. Let h ∈ Epi(Bm, Bn), where m ≥ n ≥ 1. Then

A5) If a ∈ A(Bm), then h(a) = 0 or h(a) ∈ A(Bn),
A6) If b ∈ A(Bn), then there exists a unique a ∈ A(Bm), such that h(a) = b,
A7) If h is injective then h(a) ∈ A(Bn), for all a ∈ A(Bm).

Item A6) of the preceding lemma was proved by M. Abad and L. Monteiro
in [3], and items A5) and A7) by the same authors in [4]. A different proof was
presented by L. Monteiro and A. Kremer in [69].

Next we give another proof of N [Epi(Bm, Bn)] = Vm,n. Let m ≥ n ≥ 1. If
h ∈ Epi(Bm, Bn), we know that the quotient algebra Bm/Ker (h) is isomorphic to
Bn, and since Bm is finiteKer (h) = [x), with x ∈ Bm. Furthermore, Bm/[x) ∼= (x]
so N [(x]] = N [Bn] = 2n. A. Monteiro proved in [66] that if B is a boolean algebra
and F a filter of B then each equivalence class modulo F is coordinable with F .
Therefore, if we let N [F ] = t, N [(x]] · t = N [Bm] this is 2n · t = 2m and therefore
t = 2m−n.

If Bn is a homomorphic image of Bm then there exists x ∈ Bm such that
(x] ∼= Bn and in consequence x is the supremum of n atoms of Bm. There are

(
m
n

)
elements of Bm that are supremum of n atoms of Bm. Let Fn be the set of all the
increasing sets [x) where x is supremum of n atoms of Bm.

We denote with Aut(Bn) the set all the automorphisms of the boolean algebra
Bn. If α ∈ Aut(Bn) then α is in particular a bijection on A(Bn) and by item
A7) of Lemma 5.1.1, α transforms atoms in atoms of Bn so clearly there exist n!
bijections on A(Bn), so N [Aut(Bn)] = n!.

If h ∈ Epi(Bm, Bn) then Ker (h) ∈ Fn. Let β : Epi(Bm, Bn)→ Fn be defined
by β(h) = Ker (h). It is clear that if α ∈ Aut(Bn) then α ◦ h ∈ Epi(Bm, Bn).
By Lemma 2.2.3, all the epimorphisms with the same kernel can be obtained this
way. Given [x) ∈ Fn, we consider β−1([x)), so N [β−1([x))] = n! and therefore
n! ·
(
m
n

)
= Vm,n = N [Epi(Bm, Bn)].

If b ∈ Bm\{0} and h ∈ Epi(Bm, Bn) then h(b) = 0 or h(b) 6= 0. If b′ = h(b) = 0
then the number of elements of Epi(b,0)(Bm, Bn) is equal to the number of injective
functions from A(Bn) to A(Bm) \ A(b) this is:

N [Epi(b,0)(Bm, Bn)] = Vm−N [A(b)],n,

so the number of epimorphisms that send b to a non-zero element of Bn is ([62],
p.86):

Vm,n − Vm−N [A(b)],n.

Given b ∈ Bm \{0} and b′ ∈ Bn \{0′} then hf (b) = b′ if and only if f(A(b′)) ⊆
A(b) and f(A(−b′)) ⊆ A(−b), so

N [Epi(b,b
′)(Bm, Bn)] = VN [A(b)],N [A(b′)].Vm−N [A(b)],n−N [A(b′)].

If b 6= 0 then h(b) = 0 if and only if f(A(Bn)) ⊆ A(Bm) \ A(b).

Lemma 5.1.2. If m ≥ n, and h ∈ Epi(b,b
′)(Bm, Bn), where b ∈ Bm \ {0},

b′ ∈ Bn \ {0′}, then:

A8) If a ∈ A(b) and h(a) 6= 0′ then h(a) ∈ A(b′).
A9) If a ∈ A(Bm) \ A(b) and h(a) 6= 0′ then h(a) /∈ A(b′).
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Proof. If a ∈ A(b), this is a ≤ b then h(a) ≤ h(b) = b′ so if h(a) 6= 0′,
h(a) ∈ A(Bn) and therefore h(a) ∈ A(b′).

If a ∈ A(Bm) \ A(b), assume that h(a) ≤ b′ = h(b) so h(a) = h(a) ∧ h(b) =
h(a ∧ b), therefore a ≡ a ∧ b (mod Ker (h)). Since Bm is finite Ker (h) = [f)
with f ∈ Bm, and therefore (1) a ∧ f = a ∧ b ∧ f . From 0 ≤ a ∧ f ≤ a and
a ∈ A(Bm) it follows that (2) a ∧ f = a or (3) a ∧ f = 0. If (2) holds then by (1)
we have that a = a ∧ b ∧ f ≤ b, a contradiction. If (3) holds, since h(f) = 1 we
have that 0 = h(0) = h(a ∧ f) = h(a) ∧ h(f) = a ∧ 1 = a, another contradiction.
Then h(a) 6≤ b′. �

From A3) and Lemma 5.1.2 it follows that if h ∈ Epi(Bm, Bn) then f = Φ−1(h)
verifies:

DE1) f ∈ In(A(Bn),A(Bm)),
DE2) f(A(b′)) ⊆ A(b),
DE3) f(A(−b′)) ⊆ A(−b).

If h ∈ Hom(Bm, Bn) then (1) S = h(Bm) is a subalgebra of Bn and therefore
(2) h(Bm) ∼= Bt with 1 ≤ t ≤ n and m ≥ t. Let A(S) = {s1, s2, . . . , st}.

From (1) it follows that h ∈ Epi(Bm, S), then g = Φ−1(h) ∈ In(A(S),A(Bm))
and (3) hg = h.

Since {A(s1),A(s2), . . . ,A(st)} is a partition of A(Bn) then if b ∈ A(Bn),
there exists i, 1 ≤ i ≤ t such that b ∈ A(si), this is b ≤ si.

We define f : A(Bn) → A(Bm) in this manner: f(b) = g(si) if and only if
b ∈ A(si). Clearly if one of the sets A(si) has more than one element, f is not
injective. Notice that from the definition of f we have that f(A(Bn)) = g(A(S)).
By A1) hf = Φ(f) ∈ Hom(Bm, Bn). Let us see that hf = h. By (3), it is enough
to prove that hf = hg, and for that, we need to show that hf (a) = hg(a) for all
a ∈ A(Bm).

If a ∈ g(A(S)), this is a = g(si) for some si ∈ A(S), then for all b ∈ A(si) we
have f(b) = a = g(si) so (4) A(si) ⊆ f−1(a). We claim that (5) f−1(a) ⊆ A(si).
Indeed, if x ∈ f−1(a) \ A(si) then f(x) = a and x ∈ A(sj), for some sj 6= si.
Therefore f(x) = g(sj) 6= a, because g is injective, a contradiction. From (4) and
(5) it follows that (6) A(si) = f−1(a). Since g is injective, hg(a) = si (for this see
[66], page 172, observation 4.12.2 (3)). Then hf (a) =

∨
{x ∈ A(Bn) : f(x) ≤ a} =∨

{x ∈ A(Bn) : f(x) ∈ A(a)} =
∨
{x ∈ A(Bn) : f(x) = a} =

∨
f−1(a) = (by (6))

=
∨
A(si) = si.

If a /∈ g(A(S)), by A2) hg(a) = 0. Furthermore (7) a /∈ f(A(Bn)), because
if a = f(x), with x ∈ A(Bn) then x ∈ A(si) for some i, so a ∈ g(A(S)), a
contradiction. From (7) it follows that hf (a) =

∨
{x ∈ A(Bn) : f(x) ≤ a} =∨

{x ∈ A(Bn) : f(x) = a or f(x) = 0} =
∨
∅ = 0.

From the two cases above, it follows that hf (a) = hg(a) for all a ∈ A(Bm).
If m < n we have that N [Epi(Bm, Bn)] = 0, and if h ∈ Hom(Bm, Bn) then

h(Bm) is a boolean subalgebra of Bn such that 1 ≤ N [A(h(Bm))] ≤ m < n.
It is well known that the boolean subalgebras of Bn are in bijective correspon-

dence with the partitions of the set A(Bn), and that the number of subalgebras
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of Bn with t atoms 1 ≤ t ≤ n is

P (n, t) =

t−1∑
i=0

(−1)i
(
t
i

)
(t− i)n

t!
.

Therefore if S is a subalgebra of Bn with t atoms where 1 ≤ t ≤ m < n then
there exist Vm,t epimorphisms from Bm onto S, so if m < n,

N [Hom(Bm, Bn)] =
m∑
t=1

P (n, t) · Vm,t.

Notice that if m ≥ n then

N [Hom(Bm, Bn)] = N [Epi(Bm, Bn)] +
n−1∑
t=1

P (n, t) ·N [Epi(Bm, Bt)] =

Vm,n +
n−1∑
t=1

P (n, t) · Vm,t.

5.2. Homomorphic images of a  Lukasiewicz algebra

Let L be a finite  Lukasiewicz algebra, then

L ∼= Bj ×Tk,where j, k ∈ Z, j ≥ 0, k ≥ 0.

T) If j = k = 0 then L is trivial, this is, it has a single element,
B) If j ≥ 1, k = 0 then L is a boolean algebra with j atoms,
P) If j = 0, k ≥ 1 then L is a centered algebra and B(L) is a boolean algebra

with k atoms,
Ax) If j ≥ 1, k ≥ 1 then L is an axled  Lukasiewicz algebra, that is a not a

boolean algebra nor a centered algebra. The axis is the (j + k)-tuple

e = (0, 0, . . . , 0︸ ︷︷ ︸
j

, c, . . . , c︸ ︷︷ ︸
k

)

Therefore
∇e = (0, 0, . . . , 0︸ ︷︷ ︸

j

, 1, . . . , 1︸ ︷︷ ︸
k

).

B(L) is a boolean algebra with j + k atoms, and its elements are

(b1, b2, . . . , bj, bj+1, . . . , bj+k),

where bi ∈ B = {0, 1} for 1 ≤ i ≤ j and bi ∈ {0, 1} ⊂ T for j + 1 ≤ i ≤
j + k. Given b ∈ B(L) let

J(b) = {i : bi = 1, 1 ≤ i ≤ j}, and K(b) = {i : bi = 1, j + 1 ≤ i ≤ j + k},
so 0 ≤ N [J(b)] ≤ j and 0 ≤ N [K(b)] ≤ k.

If j and k are not simultaneously zero then L is a non trivial finite  Lukasiewicz
algebra. We know that the homomorphic images of L are determined by the filters
[b) where b ∈ B(L), and that the quotient algebra L/[b) is isomorphic to the
 Lukasiewicz algebra (b] = {x ∈ L : x ≤ b}. Then since B(L) has 2j+k elements:

C) there exist 2j+k homomorphic images of L.
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Furthermore we have:

B) If j ≥ 1, k = 0, then L has 2j homomorphic images, which are boolean
algebras.

P) If j = 0, k ≥ 1, then L has 2k homomorphic images, which are centered
algebras.

Ax) If j ≥ 1, k ≥ 1, then L has 2j+k homomorphic images, which are axled
algebras.

Ax1) If N [K(b)] = 0, then (b] ∼= BN [J(b)] therefore there are
(
j
j1

)
,

0 ≤ j1 ≤ j homomorphic images of L that are boolean algebras
with j1 atoms, and we have a total of 2j homomorphic images which
are boolean algebras. Observe that if N [J(b)] = 0, then L/[b) is a
trivial algebra.

Ax2) If N [J(b)] = 0, then (b] ∼= TN [K(b)] therefore there are
(
k
k1

)
,

0 ≤ k1 ≤ k homomorphic images L′ of L that are centered alge-
bras such that B(L′) is a boolean algebra with k1 atoms, and we
have a total of 2k homomorphic images that are centered algebras.
Notice that if N [K(b)] = 0, then L/[b) is a trivial algebra, which
coincides with the trivial algebra from Ax1).

Ax3) If 1 ≤ j1 = N [J(b)] ≤ j and 1 ≤ k1 = N [K(b)] ≤ k, then L/[b) ∼=
(b] ∼= BN [J(b)] × TN [K(b)] is an axled homomorphic which is not a
boolean algebra nor a centered algebra.
Therefore the number of these homomorphic images is:(

j∑
i=1

(
j

i

))
·

(
k∑
i=1

(
k

i

))
= (2j − 1) · (2k − 1).

Since the trivial algebra shows up in cases Ax1) and Ax2) as a ho-
momorphic image, if j ≥ 1 and k ≥ 1, we have a total of:

2j + (2k − 1) + (2k − 1) · (2j − 1) =

2j + (2k − 1) · (1 + (2j − 1)) =

2j + (2k − 1) · 2j =

2j · (1 + 2k − 1) = 2j · 2k = 2j+k,

homomorphic images, as we had determined in C).

5.3. Epimorphisms

If L and L′ are  Lukasiewicz algebras, we denote with Epi(L,L′) the set of all
the epimorphisms from L to L′.

Lemma 5.3.1. If L and L′ are axled  Lukasiewicz algebras, with axis e and
e′ respectively and H ∈ Epi(L,L′) then H(e) = e′. Furthermore, if we write
h = H|B(L), then h ∈ Epi(∇e,∇e′)(B(L), B(L′)).

Proof. (1) ∆H(e) = H(∆e) = H(0) = 0′.
Let y ∈ L′ , so since H is surjective, there exists x ∈ L such that H(x) =

y, so (2) ∇y = ∇H(x) = H(∇x) ≤ H(∆x ∨ ∇e) = H(∆x) ∨ H(∇e) =
∆H(x) ∨∇H(e) = ∆y ∨∇H(e).
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From (1) and (2) it follows that H(e) is an axis of L′ and since the axis is
unique H(e) = e′.

Furthermore, h(∇e) = H(∇e) = ∇H(e) = ∇e′. �

The following lemma generalizes the results by L. Monteiro [57, 62] and also
Lemma 4.1 due to L. Monteiro, M. Abad, S. Savini and J. Sewald appearing in
[68].

Lemma 5.3.2. If L and L′ are axled  Lukasiewicz algebras with axis e and e′

respectively and h ∈ Epi(∇e,∇e′)(B(L), B(L′)) then the transformation H : L→ L′

defined by H(x) = (h(∆x) ∨ e′) ∧ h(∇x) verifies

a) H is an extension of h,
b) H ∈ Epi(L,L′), and
c) H is the only extension of h.

Proof. a) Indeed if b ∈ B(L) then ∆b = ∇b = b, so:
H(b) = (h(∆b) ∨ e′) ∧ h(∇b) = (h(b) ∨ e′) ∧ h(b) = h(b).
b1) H(x ∧ y) = (h(∆(x ∧ y) ∨ e′) ∧ h(∇(x ∧ y)) =

(h(∆x ∧∆y) ∨ e′) ∧ h(∇x ∧∇y) = ((h(∆x) ∧ h(∆y)) ∨ e′) ∧ h(∇x) ∧ h(∇y) =
(h(∆x) ∨ e′) ∧ (h(∆y) ∨ e′) ∧ h(∇x) ∧ h(∇y) =
(h(∆x) ∨ e′) ∧ h(∇x) ∧ (h(∆y) ∨ e′) ∧ h(∇y) = H(x) ∧H(y).

b2) Since H extends h and ∇x ∈ B(L) then (1) H(∇x) = h(∇x).
(2) ∇H(x) = ∇((h(∆x) ∨ e′) ∧ h(∇x)) = (∇h(∆x) ∨ ∇e′) ∧ ∇h(∇x) =

(h(∆x) ∨∇e′) ∧ h(∇x).
Since ∇x ≤ ∆x ∨ ∇e, ∇x, ∆x, ∇e, ∆x ∨ ∇e ∈ B(L) and h is a boolean

homomorphism verifying h(∇e) = ∇e′ we have that (3) h(∇x) ≤ h(∆x ∨ ∇e) =
h(∆x) ∨ h(∇e) = h(∆x) ∨ ∇e′. From (2) and (3) it follows that (4) ∇H(x) =
h(∇x). From (1) and (4) it follows that ∇H(x) = H(∇x).

b3) By definition H(∼ x) = (h(∆ ∼ x) ∨ e′) ∧ h(∇ ∼ x), so (5) ∆H(∼ x) =
(h(∆ ∼ x) ∨∆e′) ∧ h(∇ ∼ x) = (h(∆ ∼ x) ∨ 0′) ∧ h(∇ ∼ x) =
h(∆ ∼ x) ∧ h(∇ ∼ x) = h(∆ ∼ x), and ∇H(∼ x) =
(h(∆ ∼ x) ∨∇e′) ∧ h(∇ ∼ x) = (h(∆ ∼ x) ∨ h(∇e)) ∧ h(∇ ∼ x) =
h((∆ ∼ x ∨ ∇e) ∧ ∇ ∼ x). Since ∇ ∼ x ≤ ∆ ∼ x ∨ ∇e, we have that (6)
∇H(∼ x) = h(∇ ∼ x).

Since h is a boolean epimorphism, then if b ∈ B(L) we have that (7) h(∼ b) =
∼ h(b), so ∼ H(x) = (∼ h(∆x)∧ ∼ e′)∨ ∼ h(∇x) =
(h(∼ ∆x)∧ ∼ e′) ∨ h(∼ ∇x), and therefore:

(8) ∆ ∼ H(x) = (∆h(∼ ∆x) ∧∆ ∼ e′) ∨∆h(∼ ∇x) =
(h(∼ ∆x)∧ ∼ ∇e′) ∨ h(∼ ∇x) = (∼ h(∆x)∧ ∼ h(∇e))∨ ∼ h(∇x) =
∼ ((h(∆x) ∨ h(∇e)) ∧ h(∇x)) =∼ h((∆x ∨∇e) ∧∇x) =∼ h(∇x) = h(∼ ∇x) =
h(∆ ∼ x), and (9) ∇ ∼ H(x) = (∇h(∼ ∆x) ∧ ∇ ∼ e′) ∨ ∇h(∼ ∇x) =
(h(∼ ∆x)∧ ∼ ∆e′) ∨ h(∼ ∇x) = (h(∼ ∆x)∧ ∼ 0) ∨ h(∼ ∇x) =
h(∼ ∆x) ∨ h(∼ ∇x) = h(∼ ∆x) = h(∇ ∼ x).

From (5) and (8) it follows that (10) ∆H(∼ x) = ∆ ∼ H(x) and from (6) and
(9) it follows that (11) ∇H(∼ x) = ∇ ∼ H(x). From (10) and (11) it follows by
Moisil’s determination principle that H(∼ x) =∼ H(x).

b4) Given y ∈ L′, y = (∆y ∨e′) ∧∇y, since ∇y,∆y ∈ B(L′) and h is a boolean
epimorphism, there exist b1, b2 ∈ B(L) such that h(b1) = ∆y and h(b2) = ∇y.
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Let b3 = b1 ∧ b2 ∈ B(L), b4 = b1 ∨ b2 ∈ B(L) and x = (b3 ∨ e) ∧ b4 ∈ L.
Then ∆x = (∆b3 ∨ ∆e) ∧ ∆b4 = (b3 ∨ 0) ∧ b4 = b3 ∧ b4 = b3 = b1 ∧ b2, and
∇x = (∇b3 ∨∇e) ∧∇b4. So h(∆x) = h(b1 ∧ b2) = h(b1) ∧ h(b2) =
∆y ∧∇y = ∆y, and h(∇x) = h((∇b3 ∨∇e) ∧∇b4) = (h(∇b3) ∨h(∇e)) ∧h(∇b4) =
(∆y ∨ ∇e′)) ∧ ∇y) and since ∇y ≤ ∆y ∨ ∇e′ we have that h(∇x) = ∇y, so
H(x) = (h(∆x) ∨ e′) ∧ h(∇x) = (∆y ∨ e′) ∧ ∇y = y, which proves that H is
surjective.

c) If H ′ ∈ Epi(L,L′) verifies H ′(b) = h(b) for all b ∈ B(L) then

H ′(x) = (∆H ′(x) ∨ e′) ∧∇H ′(x) = (H ′(∆x) ∨ e′) ∧H ′(∇x) =

(h(∆x) ∨ e′) ∧ h(∇x) = H(x).

�

Corollary 5.3.3. If L and L′ are centered  Lukasiewicz algebras with centers
c and c′ respectively and h ∈ Epi(B(L), B(L′)) then the function H : L → L′

defined by H(x) = (h(∆x) ∨ c′) ∧ h(∇x) is the unique epimorphism from L to L′

extending h.

Proof. It is enough to notice that every center is an axis of the algebra and
that h(∇c) = h(1) = 1′ = ∇c′. �

Lemma 5.3.4. If L and L′ are axled  Lukasiewicz algebras with axis e and e′

respectively, then there is a bijective correspondence between the sets Epi(L,L′)
and Epi(∇e,∇e

′)(B(L), B(L′)).

Proof. If h ∈ Epi(∇e,∇e′)(B(L), B(L′)), then by Lemma 5.3.2, the function:

H(x) = (h(∆x) ∨ e′) ∧ h(∇x)

verifies H ∈ Epi(L,L′). If we put δ(h) = H, then by Lemma 5.3.2, c) δ is a
function.

If H ∈ Epi(L,L′), by Lemma 5.3.1 we have that h = H|B(L) ∈
Epi(∇e,∇e

′)(B(L), B(L′)) and by Lemma 5.3.2 the extension of h to L is the epi-
morphism H, so δ(h) = H, which proves that δ is surjective.

If h, h′ ∈ Epi(∇e,∇e
′)(B(L), B(L′)) are such that h 6= h′ then there exists

b ∈ B(L) such that h(b) 6= h′(b). If H and H ′ are homomorphisms extending h
and h′ respectively then H(b) = h(b) 6= h′(b) = H ′(b), so δ is injective. �

Let L and L′ be non trivial finite  Lukasiewicz algebras, so L ∼= Bj × Tk and
L′ ∼= Bj′ ×Tk′ , where j, k, j′, k′ ≥ 1. We proved that H ∈ Epi(L,L′) if and only
if h = H|B(L) ∈ Epi(∇e,∇e

′)(B(L), B(L′)) so f = Φ−1(h) ∈ In(A(B(L′)),A(B(L)))
must satisfy the conditions DE2) and DE3), this is

(1) f(A(∇e′)) ⊆ A(∇e) and f(A(∼ ∇e′)) ⊆ A(∼ ∇e).

Then since N [A(∇e)] = k, N [A(∇e′)] = k′, N [A(B(L)) \ A(∇e)] = j and
N [A(B(L′)) \ A(∇e′)] = j′ for the set of injective functions from A(B(L′)) to
A(B(L)) verifying (1) not to be empty it is necessary and sufficient that k ≥ k′

and j ≥ j′. Then by the results above:

(2) N [Epi(L,L′)] = N [Epi(∇e,∇e
′)(B(L), B(L′))] = Vk,k′ · Vj,j′ .
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Notice that:

• If L and L′ are algebras with center c and c′ respectively, this is L ∼= Tk

and L′ ∼= Tk′ then

N [Epi(L,L′)] = N [Epi(1,1
′)(B(L), B(L′))] = N [Epi(B(L), B(L′))] =

VN [A(B(L))],N [A(B(L′)′)] = Vk,k′ .

• If L and L′ are boolean algebras, this is L ∼= Bj and L′ ∼= Bj′ then

N [Epi(L,L′)] = N [Epi(0,0
′)(B(L), B(L′))] = N [Epi(B(L), B(L′))] =

VN [A(B(L))],N [A(B(L′))] = Vj,j′ .

If L is a non trivial finite  Lukasiewicz algebra, let P (L) be the set of its prime
elements and ϕ : P (L) → P (L) the Birula-Rasiowa transformation from section
2.5. If L′ is a non trivial finite  Lukasiewicz algebra, a function f : P (L′)→ P (L)
is said to be an H-function, [2] if it is biunivocal and verifies f(∇p′) = ∇f(p′),
f(ϕ(p′)) = ϕ(f(p′)). M. Abad and A. Figallo [2] proved that there exists a
bijection between the H-functions and the set Epi(L,L′), where L and L′ are
axled  Lukasiewicz algebras that are not boolean algebras nor centered algebras.
The number of elements of Epi(L,L′) determined by these authors coincides with
the one indicated in (2).

Clearly it is harder to construct H-functions than injectives functions from
A(Bn) to A(Bm) verifying the conditions indicated in (1).

Remark 5.3.5. If L ∼= Bj × Tk, let b ∈ B(L) be such that 1 ≤ N [J(b)] =
j1 ≤ j and 1 ≤ N [K(b)] = k1 ≤ k. Assume for example that

b = (1, 1, . . . , 1︸ ︷︷ ︸
j1

, 0, 0, . . . 0,

︸ ︷︷ ︸
j

1, 1, . . . , 1︸ ︷︷ ︸
k1

, 0, 0, . . . , 0

︸ ︷︷ ︸
k

).

Then the set (b] has 2j1 · 3k1 elements. We know that (b] is a  Lukasiewicz
algebra and that L/[b) ∼= (b]. Furthermore (b] has as axis the element

e′ = (0, 0, . . . 0,︸ ︷︷ ︸
j

c, c, . . . , c︸ ︷︷ ︸
k1

, 0, 0, . . . , 0

︸ ︷︷ ︸
k

),

so
∇e′ = (0, 0, . . . 0,︸ ︷︷ ︸

j

1, 1, . . . , 1︸ ︷︷ ︸
k1

, 0, 0, . . . , 0

︸ ︷︷ ︸
k

).

If x ∈ (b] then

x = (x1, x2, . . . , xj1 , 0, 0, . . . 0,︸ ︷︷ ︸
j

y1, y2, . . . , yk1 , 0, 0, . . . , 0︸ ︷︷ ︸
k

)

and since the negation in (b] (see section 2.6) is given by ≈ x =∼ x ∧ b we have
that

≈ x = (∼ x1,∼ x2, . . . ,∼ xj1 , 0, 0, . . . 0,︸ ︷︷ ︸
j

∼ y1,∼ y2, . . . ,∼ yk1 , 0, 0, . . . , 0︸ ︷︷ ︸
k

)
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so
≈ ∇e′ = (1, 1, . . . , 1︸ ︷︷ ︸

j1

, 0, 0, . . . 0,

︸ ︷︷ ︸
j

0, 0, . . . , 0︸ ︷︷ ︸
k

).

By the results in section 3.3,

L/[b) ∼= (b] ∼= (b]/[≈ ∇e′)× (b]/[∇e′)
where (b]/[≈ ∇e′) is a boolean algebra and (b]/[∇e′) is a centered  Lukasiewicz
algebra. Since (b]/[≈ ∇e′) ∼= (≈ ∇e′], and (b]/[∇e′) ∼= (∇e′] we have that
N [(≈ ∇e′]] = 2j1 and N [(∇e′]] = 3k1, so

L/[b) ∼= Bj1 ×Tk1 .

Lemma 5.3.6. (L. Monteiro [62]) If L and L′ are  Lukasiewicz algebras, H :
L→ L′ a homomorphism and h = H|B(L) then:

a) H(B(L)) ⊆ B(L′) and h : B(L)→ B(L′) is a boolean homomorphism,
b) H is completely determined by h,
c) if B(L′) ⊆ H(L) then h is an epimorphism from B(L) to B(L′),
d) if H(L) ⊆ B(L′) then h = H|B(L) verifies h(∆x) = h(∇x) for all

x ∈ L. Conversely, if g : B(L) → B(L′) is a boolean homomorphism
that verifies g(∆x) = g(∇x) for all x ∈ L, then g can be extended to a
unique homomorphism H : L→ L′ such that H(L) ⊆ B(L′),

e) if L has axis e, then H(L) ⊆ B(L′) if and only if H(e) = 0. If
g : B(L) → B(L′) is a boolean homomorphism that verifies g(∇e) = 0,
g can be extended to a unique homomorphism H : L → L′ such that
H(L) ⊆ B(L′),

f) if L′ is an algebra with center c′, every boolean homomorphism
g : B(L) → B(L′) can be extended to a unique homomorphism
H : L→ L′.

Proof. a) Is an immediate consequence of the properties of the homo-
morphisms.

b) If H and H ′ are homomorphisms from L to L′ such that h = H|B(L) =
H ′|B(L) = h′ then (1) ∆H(x) = H(∆x) = h(∆x) = h′(∆x) = H ′(∆x) =

∆H ′(x), and analogously (2) ∇H(x) = ∇H ′(x). From (1) and (2) by
Moisil’s determination principle, it follows that H = H ′.

c) Given b′ ∈ B(L′), since B(L′) ⊆ H(L) then b′ = H(x) with x ∈ L, so
∆x ∈ B(L) and h(∆x) = H(∆x) = ∆H(x) = ∆b′ = b′.

d) If H(L) ⊆ B(L′) then ∆H(x) = H(x) = ∇H(x) for all x ∈ L, so
h(∆x) = H(∆x) = ∆H(x) = H(x) = ∇H(x) = H(∇x) = h(∇x).

If g : B(L) → B(L′) is a boolean homomorphism such that g(∆x) =
g(∇x) for all x ∈ L, then put by definition H(x) = g(∆x), for all x ∈ L.
From this definition H(x) ∈ B(L′), for all x ∈ L, so H(L) ⊆ B(L′).
Furthermore, if b ∈ B(L) then H(b) = g(∆b) = g(b). Finally let us prove
that H is a homomorphism.

H(x ∨ y) = g(∆(x ∨ y)) = g(∆x ∨ ∆y) = g(∆x) ∨ g(∆y) =
H(x) ∨H(y).

H(∇x) = g(∆∇x) = g(∇x) = H(x) = ∇H(x).
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H(∼ x) = g(∆ ∼ x) = g(∼ ∇x) =∼ g(∇x) =∼ H(x).
If H ′ : L→ L′ is a homomorphism extending g such that (3) H ′(L) ⊆

B(L′) then H ′(∆x) = g(∆x) = H(x) so ∆H ′(x) = H(x) and since by (3)
H ′(x) ∈ B(L′), we have that H ′(x) = H(x).

e) We know that x = (∆x ∨ e) ∧ ∇x, for all x ∈ L, so if H(e) = 0 then
H(x) = (H(∆x) ∨ H(e)) ∧ H(∇x) = H(∆x) ∧ H(∇x) = H(∆x) =
∆H(x) ∈ B(L′) and therefore H(L) ⊆ B(L′). Conversely, since H(e) ∈
H(L) ⊆ B(L′) we have that ∆H(e) = H(e) so H(e) = ∆H(e) =
H(∆e) = H(0) = 0. Notice that in this case h(∇e) = H(∇e) = ∇H(e) =
0.

If g : B(L)→ B(L′) is a boolean homomorphism such that g(∇e) = 0,
since∇x ≤ ∆x ∨∇e for all x ∈ L, then g(∇x) ≤ g(∆x) ∨g(∇e) = g(∆x),
so as g(∆x) ≤ g(∇x), we have that g(∆x) = g(∇x) for all x ∈ L. Then
by (4) g extends to a unique homomorphism H : L → L′ such that
H(L) ⊆ B(L′).

f) The homomorphism H is defined by H(x) = (g(∆x) ∨ c′) ∧ g(∇x).
(L. Monteiro [57]). The uniqueness was also proved by L. Monteiro,
[52]. If F is a homomorphism from L to L′ extending g then F (x) =
(∆F (x) ∨c′) ∧∇F (x) = (F (∆x) ∨c′) ∧F (∇x) = (g(∆x) ∨c′)∧g(∇x) =
H(x).

�

Lemma 4.1 in [68] is a particular instance of the lemma above.

Lemma 5.3.7. If L and L′ are  Lukasiewicz algebras with axis e and e′ re-
spectively, h ∈ Epi(∇e,∇e′)(B(L), B(L′)) and H ∈ Epi(L,L′) is the epimorphism
extending h then:

a) x ∈ Ker (H) = {x ∈ L : H(x) = 1} ⇐⇒ ∆x,∇x ∈ Ker (h) =
{b ∈ B(L) : h(x) = 1},

b) If h1, h2 ∈ Epi(∇e,∇e
′)(B(L), B(L′)) and H1, H2 ∈ Epi(L,L′) are the epi-

morphisms extending h1 and h2 respectively then:

Ker (h1) = Ker (h2) ⇐⇒ Ker (H1) = Ker (H2).

Proof.
a) x ∈ Ker (H) ⇐⇒ H(x) = 1, so h(∆x) = H(∆x) = ∆H(x) = 1 and

h(∇x) = H(∇x) = ∇H(x) = 1 this is ∆x,∇x ∈ Ker (h).
Conversely, if ∆x,∇x ∈ Ker (h), this is h(∆x) = h(∇x) = 1 then

H(x) = (h(∆x) ∨ e′) ∧ h(∇x) = (1 ∨ e′) ∧ 1 = 1.
b) If x ∈ Ker (H1) then by a) we have that ∆x,∇x ∈ Ker (h1) = Ker (h2)

so by a), x ∈ Ker (H2).
Conversely, if b ∈ Ker (h1) then ∆b = ∇b = b ∈ Ker (h1), so by a):

b ∈ Ker (H1) = Ker (H2) so by a), b = ∆b = ∇b ∈ Ker (h2).
�

Lemma 5.3.8. If L and L′ are  Lukasiewicz algebras with axis e and e′ re-
spectively, and h ∈ Epi(∇e,∇e

′)(B(L), B(L′)) then its epimorphism extension H
verifies:



5.4. HOMOMORPHISM EXTENSIONS 111

a) If ∆x = 0 then H(x) ≤ e′ and
b) H(x) = 0 ⇐⇒ h(∇x) = 0.

Proof. a) H(x) = (h(∆x) ∨ e′) ∧ h(∇x) = (h(0) ∨ e′) ∧ h(∇x) =
(0 ∨ e′) ∧ h(∇x) = e′ ∧ h(∇x) ≤ e′.

b) If H(x) = 0 then h(∇x) = H(∇x) = ∇H(x) = ∇0 = 0. If h(∇x) = 0 then
H(x) = (h(∆x) ∨ e′) ∧ h(∇x) = (h(∆x) ∨ e′) ∧ 0 = 0. �

5.4. Homomorphism extensions

In 1965 A. Monteiro [42], presented a theorem about the extension of boolean
algebras homomorphisms which generalizes results due to R. Sikorski [76]. Using
these results by A. Monteiro, in 1970 L. Monteiro [52] established similar results
for  Lukasiewicz algebras.

Lemma 5.4.1. For a function h from a  Lukasiewicz algebra L to a  Lukasiewicz
algebra L′ to be a homomorphism it is necessary and sufficient that the following
conditions hold:

• h(0) = 0, h(1) = 1,
• h(x ∧ y) = h(x) ∧ h(y), h(x ∨ y) = h(x) ∨ h(y),
• h(∆x) = ∆h(x), h(∇x) = ∇h(x).

Definition 5.4.2. A function d from a  Lukasiewicz algebra L to a  Lukasiewicz
algebra L′ is said to be a semihomomorphism if

Sh1) d(1) = 1,
Sh2) d(x ∨ y) = d(x) ∨ d(y),
Sh3) d(∇x) = ∇d(x).

Lemma 5.4.3. If d is a semihomomorphism from a  Lukasiewicz algebra L to
a  Lukasiewicz algebra L′ then

P1) If x ≤ y then d(x) ≤ d(y),
P2) d(∆x) ≤ d(x),
P3) d(∆x) ∈ B(L′),
P4) d(∆x) ≤ ∆d(x),
P5) ∼ d(x) ≤ d(∼ x).

Theorem 5.4.4. If L is a  Lukasiewicz algebra, S a subalgebra of L, C an
injective  Lukasiewicz algebra, d a semihomomorphism from L to C, h a homo-
morphism from S to C such that (D) h(s) ≤ d(s) for all s ∈ S, then there exists
a homomorphism H from L to C such that a) H extends h; b) H(x) ≤ d(x) for
all x ∈ L.

Theorem 5.4.5. If d is a semihomomorphism from a  Lukasiewicz algebra
L to an injective  Lukasiewicz algebra C and if a0 ∈ L \ {0} then there exists a
homomorphism H from L to C such that:

a) H(∇a0) = d(∇a0),
b) H(x) ≤ d(x) for all x ∈ L.

L. Monteiro used the results indicated in [52] to establish a theorem of func-
tional representation of monadic  Lukasiewicz algebras in his doctoral dissertation
[61], similar to the one used by P. Halmos in [21] for monadic boolean algebras.
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5.5. Construction of the free boolean algebras from the free three
valued  Lukasiewicz algebras

The following results by A. Monteiro, were first published in 1995 in the “In-
formes Técnicos Internos” series of the INMABB, number 42. In 1996 they were
reprinted in the “Notas de Lógica Matemática” series, volume 40, [48].

Remark 5.5.1. If L is a  Lukasiewicz algebra, X ⊆ B(L), we denote with
FB(X) the filter of the boolean algebra B(L) generated by the set X. It is clear
that FB(X) = F (X) ∩B(L).

Let L = L(α) be the  Lukasiewicz algebra with a set G = {gi : i ∈ I} of free
generators of cardinality α, ∇G = {∇gi : i ∈ I} and F = FB(∇G). Consider the
quotient boolean algebra B = B(L)/F and represent by CB(b) the equivalence
class of B(L) containing the element b ∈ B(L). Then:

Theorem 5.5.2. B = B(L)/F is a boolean algebra that has as free generators
the elements CB(∆gi), i ∈ I, and the cardinal of the set G∗ = {CB(∆gi) : i ∈ I}
is equal to α.

Proof. Let us prove that:
(i) F is a proper filter of B(L).

If F = B(L), then 0 ∈ F , and by Lemma 2.1.15 it follows that there exist
elements ∇gi1 ,∇gi2 , . . . ,∇gin ∈ ∇G such that:

0 =
n∧
k=1

∇gik = ∇(
n∧
k=1

gik), and therefore :
n∧
k=1

gik = 0.

Let f be the transformation from G to the  Lukasiewicz algebra T = {0, c, 1},
defined by:

f(gi) = 1, for all i ∈ I
then there exists a homomorphism h from L to T extending f so:

0 = h(0) = h(
n∧
k=1

gik) =
n∧
k=1

h(gik) =
n∧
k=1

f(gik) = 1.

This contradiction proves that F is a proper filter of B(L).
(ii) If j, k ∈ I, and j 6= k then the equivalence classes CB(∆gj) and CB(∆gk)

are different.2

Indeed assume that CB(∆gj) = CB(∆gk), then we have that:

(1) ∆gj ∧ t = ∆gk ∧ t,where t ∈ F.

Consider the transformation f from G to the  Lukasiewicz algebra T, defined
for each i ∈ I by:

f(gi) =

{
c, if i = k

1, if i 6= k.

2From this point on, in this section, the original proofs by A. Monteiro have been replaced
by simpler ones due to L. Monteiro.
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This transformation can be extended to a homomorphism h from L to T such
that:

(2) h(∇gi) = ∇h(gi) = ∇f(gi) = 1, for every i ∈ I.
Let D = h−1(1) be the kernel of the homomorphism h, so ∇gi ∈ D, for all

i ∈ I, and therefore

(3) F = FB(∇G) ⊆ F (∇G) ⊆ D.

From the definition of f it follows that f(gk) = c and since by hypothesis
j 6= k, then f(gj) = 1, so

(4) h(∆gj) = ∆h(gj) = ∆f(gj) = ∆1 = 1

and
(5) h(∆gk) = ∆h(gk) = ∆f(gk) = ∆(c) = 0.

From (1) we deduce that:

h(∆gj ∧ t) = h(∆gk ∧ t),
this is

∆h(gj) ∧ h(t) = ∆h(gk) ∧ h(t).

So by (4) and (5):

(6) h(t) = 1 ∧ h(t) = 0 ∧ h(t) = 0.

Since t ∈ F then by (3), we have that h(t) = 1, which contradicts (6). This
contradiction proves that (ii) holds. Then we can claim:

The set G∗ = {CB(∆gi) : i ∈ I} has cardinality α.

Let ϕ be the natural boolean homomorphism from B(L) onto B = B(L)/F ,
this is, if b ∈ B(L) then ϕ(b) = CB(b). By Lemma 2.2.9 the homomorphism ϕ
transforms each set of generators of B(L) into a set of generators of B = B(L)/F .
By Corollary 1.11.9 we know that B(L) = SB(∆G ∪∇G), so:

{CB(∆gi) : i ∈ I} ∪ {CB(∇gi) : i ∈ I}
is a set of generators of B = B(L)/F . But, since for all i ∈ I, the equivalence
class CB(∇gi) = CB(1) = F is the top element of B = B(L)/F , we don’t need
to consider it as one of the generators and we can claim then that G∗ is a set of
generators of B = B(L)/F .

(iii) Every mapping f ′ of the set G∗ ⊆ B to the boolean algebra B = {0, 1} ⊆
T, can be extended to a boolean homomorphism h′ from B = B(L)/F to B.

Consider the mapping f from G to T defined by the following conditions:

f(gi) =

{
1, if f ′(CB(∆gi)) = 1

c, if f ′(CB(∆gi)) = 0.

As a consequence we have:

(7) ∇f(gi) = 1 for all i ∈ I
and

∆f(gi) =

{
1, if f ′(CB(∆gi)) = 1

0, if f ′(CB(∆gi)) = 0.
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this is:

(8) ∆f(gi) = f ′(CB(∆gi)), for every i ∈ I.
The mapping f from G to T, can be extended to a homomorphism H from L

to T. Then by (7) we have:

(9) H(∇gi) = ∇H(gi) = ∇f(gi) = 1.

The kernel N = H−1(1) of this homomorphism is a deductive system of L,
and by (9) we have ∇G ⊆ N , so F (∇G) ⊆ N , and therefore following Remark
5.5.1,

F = FB(∇G) = F (∇G) ∩B(L) ⊆ N ∩B(L) ⊆ N,

so

(10) H(F ) = {1}.

By Lemma 5.3.6 a) we know that the homomorphism H transforms boolean
elements of L in boolean elements of T, and since B(T) = {0, 1}, then we have
H(B(L)) = {0, 1}.

Let h be the restriction of H to the set B(L), then we can claim that h is a
boolean homomorphism from B(L) onto B(T) = {0, 1} ⊂ T, and by (10) we have
h(F ) = {1}.

Notice that

“ If x, y ∈ B(L), and x ∈ CB(y), then h(x) = h(y)”.

Indeed, since x ∈ CB(y) we have: x ∧ d = y ∧ d, for some d ∈ F , so

h(x) = h(x) ∧ 1 = h(x ∧ d) = h(y ∧ d) = h(y) ∧ 1 = h(y).

From the result above it follows that if for each x ∈ B(L), we define h′(CB(x))
= h(x), then h′ is a function from B = B(L)/F onto B(T). It is easy to prove
that h′ is a boolean homomorphism. We shall prove that h′ extends f ′, this is
that:

h′(CB(∆gi)) = f ′(CB(∆gi)), for every i ∈ I.
Using (8) we have that:

h′(CB(∆gi)) = h(∆gi) = H(∆gi) = ∆H(gi) = ∆f(gi) = f ′(CB(∆gi)).

Let us prove now that G∗ is a set of free generators of B = B(L)/F .
(iv) Every mapping f of the set G∗ to a boolean algebra A, can be extended

to a boolean homomorphism from B = B(L)/F to A.
If A has a single element, it evidently verifies (iv). If the boolean algebra A is

isomorphic to the boolean algebra {0, 1} then from (iii) it follows that (iv) holds.
Assume now that A has more than one element and that A is not simple, then

it is well known that A is isomorphic to a boolean subalgebra A′ of the boolean
algebra P =

∏
j∈J

Aj where Aj = A/Mj, and {Mj : j ∈ J} is the set of all the

maximal filters of A. We also know that Aj ∼= {0, 1} for all j ∈ J . If (xj)j∈J ∈ P
we know that the t-th projection of P on At, t ∈ J , is given by πt

(
(xj)j∈J

)
= xt.

Let α be the isomorphism from A to A′ and f ∗ = α ◦ f so f ∗ : G∗ → A′, and
if g∗ ∈ G∗ then f ∗(g∗) = g′ = (g′j)j∈J . Let fj = πj ◦ f ∗, j ∈ J . Then fj : G∗ →
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Aj ' {0, 1} so by (iii) each fj can be extended to a boolean homomorphism hj
from B = B(L)/F onto Aj.

Let h be the function from B = B(L)/F to P defined by h(x) = (hj (x))j∈J .
Evidently h is a boolean homomorphism. Let us prove that h extends f ∗. Indeed:

h(g∗) = (hj (g∗))j∈J = (fj (g∗))j∈J = (πj (f ∗ (g∗)))j∈J =
(
πj

((
g′j
)
j∈J

))
j∈J

=

(g′j)j∈J = g′ = f ∗(g∗), for every g∗ ∈ G∗.
Since h(G∗) = f ∗(G∗) ⊆ A′ then α−1(h(G∗)) ⊆ α−1(A′) = A. Since α−1 and h

are homomorphisms then α−1◦h is a homomorphism from B = B(L)/F to A. Let
us prove that α−1 ◦ h is an extension of f . Indeed, (α−1 ◦ h)(g∗) = α−1(h(g∗)) =
α−1(f ∗(g∗)) = α−1 ((α ◦ f) (g∗)) = f(g∗). �

Remark 5.5.3. When G is finite and N [G] = n ∈ N, we know that N [L] =
22n × 33n−2n and that N [B(L)] = 23n. By the preceding results,

N [B(L)/FB(∇G)] = 22n .

On the other hand, we know that every equivalence class (modulo FB(∇G)) of
B(L) has the same number of elements, so:

22n = N [B(L)/FB(∇G)] =
N [B(L)]

N [FB(∇G)]
=

23n

N [FB(∇G)]
.

This proves that the number of elements of each equivalence class is: 23n−2n.

5.6. Representation of a  Lukasiewicz algebra by sets

Given a  Lukasiewicz algebra L, let E = P(L) and for each x ∈ L put
S(x) = {P ∈ E : x ∈ P}, then the transformation S, which is called Stone’s
transformation, is a function from L to the set P(E) = 2E, of the parts of E. We
know that (2E,∩,∪, {, E) is a boolean algebra and by Stone’s results on distribu-
tive lattices:

SR1) S(0) = ∅,
SR2) S(1) = E,
SR3) S(x ∧ y) = S(x) ∩ S(y),
SR4) S(x ∨ y) = S(x) ∪ S(y),

and also that the distributive lattice L is isomorphic to L
′
= S(L).

The following results by A. Monteiro, presented in a Seminar in 1966 [44] were
published only in 19963 [48].

For each X ∈ 2E, put ∼ X = {ϕ(X), where ϕ indicates the Birula-Rasiowa
transformation (see section 2.5). The conditions St6) to St11) from Example 1.8.1
are then valid in 2E, and furthermore:

SR5) S(∼ x) =∼ S(x), for all x ∈ L.

Since (2E,∩,∪, E) is a distributive lattice with bottom element ∅ and top
element E, then by St9), St10) and St11) the system (2E,∩,∪,∼, E) is a De
Morgan algebra and by SR5) it follows that (L

′
= S(L),∩,∪,∼, E) is a De Morgan

3The students were R. Cignoli, L. Iturrioz and L. Monteiro.
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subalgebra of 2E, and since L
′

is a lattice isomorphic to L then L and L
′

are
isomorphic De Morgan algebras.

Consider the operator ∇∇ defined on 2E by:

St1) ∇∇∅ = ∅,
St2) ∇∇{P} = {P, ϕ(P )}, for all P ∈ 2E.
St3) If ∅ ⊂ X ⊆ E, ∇∇X =

⋃
P∈X
∇∇{P}.

As it was pointed out in Example 1.8.1 we know that (2E,∇∇) is a monadic
boolean algebra and that ∇∇X = X ∪ ϕ(X).

If X = {P} where P ∈ E, we write ∇∇P instead of ∇∇{P}. Notice also that
∇∇ϕ(P ) = ∇∇P .

We also proved in Example 1.8.1 that in L
′

the operator ∇∇ verifies the axioms
L6) and L7). The goal of the next two lemmas is to prove L8) holds too.

Lemma 5.6.1. ∇∇S(∇x) = S(∇x), for all x ∈ L.

Proof. If x ∈ L, then ∇x ∈ L and therefore S(∇x) ∈ L
′

= S(L). Since
(2E,∇∇) is a monadic boolean algebra we have that S(∇x) ⊆ ∇∇S(∇x). Let P ∈
∇∇S(∇x) =

⋃
Q∈S(∇x)

∇∇Q =
⋃

Q∈S(∇x)
{Q,ϕ(Q)}. Then there exists Q ∈ S(∇x) such

that P ∈ {Q,ϕ(Q)}, which is equivalent to sat that there exists (*) Q ∈ S(∇x)
such that: (1) P = Q, or (2) P = ϕ(Q). In the former case we have that
P ∈ S(∇x). If (2) holds, assume that ϕ(Q) = P /∈ S(∇x), this is ∇x /∈ P =
ϕ(Q) = { ∼ Q then ∇x ∈∼ Q, so ∼ ∇x ∈ Q, and by Lemma 2.5.1 (b), ∇x /∈ Q,
which contradicts (*). �

Lemma 5.6.2. ∇∇S(x) = S(∇x), for all x ∈ L.

Proof. Since x ≤ ∇x, then S(x) ⊆ S(∇x), so since the operator ∇∇ is mo-
notonous and using Lemma 5.6.1: ∇∇(S(x)) ⊆ ∇∇S(∇x) = S(∇x).

Let P ∈ S(∇x), this is ∇x ∈ P . Since L is in particular a Kleene algebra, we
know that ϕ(P ) is comparable with P . Assume that ϕ(P ) ⊆ P . Then we have
that Q = ϕ(P ) verifies Q ⊆ P = ϕ(ϕ(P )) = ϕ(Q) so since ∇x ∈ ϕ(Q) = P it
follows by Lemma 2.5.6 that x ∈ ϕ(Q) = P and therefore P ∈ S(x) ⊆ ∇∇S(x),
then P ∈ ∇∇S(x).

If P ⊆ ϕ(P ), since ∇x ∈ P , then by Lemma 2.5.6 we have x ∈ ϕ(P ), this is
ϕ(P ) ∈ S(x), so {ϕ(P ), P} = ∇∇ϕ(P ) ⊆ ∇∇S(x), so P ∈ ∇∇S(x). �

Lemma 5.6.3. L8) ∇∇(X ∩ Y ) = ∇∇X ∩∇∇Y , for all X, Y ∈ L′ = S(L).

Proof. Let X, Y ∈ L′ , so X = S(x), and Y = S(y), where x, y ∈ L. Then
∇∇(X ∩ Y ) = ∇∇(S(x) ∩ S(y)) = ∇∇(S(x ∧ y)) = S(∇(x ∧ y)) = S(∇x ∧∇y) =
S(∇x) ∩ S(∇y) = ∇∇S(x) ∩∇∇S(y) = ∇∇X ∩∇∇Y . �

Since (L
′

= S(L), E,∼,∩,∪) is a De Morgan algebra, where ∇∇ verifies L6),
L7) and L8), we deduce that (L

′
= S(L), E,∼,∇∇,∩,∪) is a  Lukasiewicz algebra

and since L and L
′
are isomorphic De Morgan algebras, by Lemma 5.6.2, it follows

that L and L
′

are isomorphic  Lukasiewicz algebras.

We shall prove now some results to be used in section 5.7.
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In the monadic boolean algebra (2E,∇∇) the universal quantifier is defined by:

∆∆X = {∇∇{X, for every X ⊆ E.

Lemma 5.6.4. If X ⊆ E then:

a) ∇∇{X = ∇∇ ∼ X.
b) ∆∆{X = ∆∆ ∼ X.

Proof. a) ∇∇ ∼ X = ∇∇{ϕ(X) = {ϕ(X) ∪ ϕ({ϕ(X)) = ϕ({X) ∪ {ϕ(ϕ(X)) =
ϕ({X) ∪ {X = ∇∇{X.

b) ∆∆ ∼ X = {∇∇{ ∼ X = (by part a)) = {∇∇ ∼∼ X = {∇∇X = ∆∆{X. �

Corollary 5.6.5. If X ∈ L′ then ∇∇{X ∈ L′.

Proof. If X ∈ L′ , then since L
′
is a De Morgan subalgebra of the De Morgan

algebra 2E, we have that ∼ X ∈ L
′
. Then since L

′
is a  Lukasiewicz algebra

∇∇ ∼ X ∈ L′ .
By Lemma 5.6.4, ∇∇{X = ∇∇ ∼ X, and therefore we have that ∇∇{X ∈ L′ . �

Lemma 5.6.6. If X ⊆ E then ∆∆X = X ∩ ϕ(X) =∼ ∇∇ ∼ X.

Proof. ∆∆X = {∇∇{X = {({X ∪ ϕ({X)) = X ∩ {ϕ({X) = X ∩ ϕ({{X) =
X ∩ ϕ(X).

∆∆X = {∇∇{X = {({X ∪ ϕ({X)) = {ϕ({X ∪ ϕ({X)) = ∼ ({X ∪ ϕ({X)) =
∼ (∇∇{X) = ∼ ∇∇ ∼ X. �

Corollary 5.6.7. If X ⊆ E then ∇∇X =∼ ∆∆ ∼ X.

Proof. ∼ ∆∆ ∼ X = (by Lemma 5.6.6) =∼∼ ∇∇ ∼∼ X = ∇∇X. �

Corollary 5.6.8. If X ∈ L′ then ∆∆X ∈ L′.

Proof. If X ∈ L
′

then ∼ X ∈ L
′
, so ∇∇ ∼ X ∈ L

′
, and in consequence

∼ ∇∇ ∼ X ∈ L′ . So by Lemma 5.6.6, ∆∆X ∈ L′ . �

Corollary 5.6.9. If X ∈ L′ then ∆∆{X ∈ L′.

Proof. If X ∈ L′ , then ∼ X ∈ L′ , so by Corollary 5.6.8, ∆∆ ∼ X ∈ L′ , and
by Lemma 5.6.4, b) : ∆∆{X ∈ L′ . �

Lemma 5.6.10. For every X, Y ∈ L′, we have:

a) ∇∇(X ∪ Y ) = ∇∇X ∪∇∇Y ,
b) ∆∆(X ∪ Y ) = ∆∆X ∪∆∆Y ,
c) ∆∆(X ∩ Y ) = ∆∆X ∩∆∆Y .

Proof. Since (2E,∇∇) is a monadic boolean algebra, it is well known that a)
and c) hold for every X, Y ∈ 2E.

Since (L
′
,∇∇) is a  Lukasiewicz algebra with necessity operator ∆∆ by Lemma

5.6.6, then if X, Y ∈ L′ , b) holds. �

Lemma 5.6.11. If X, Y ∈ L′ then

∇∇(X ∩ {Y ) = (∆∆X ∩∇∇ ∼ Y ) ∪ (∇∇X ∩∆∆ ∼ Y )

= ∇∇X ∩∇∇ ∼ Y ∩∆∆(X∪ ∼ Y ).
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Proof. ∇∇(X ∩ {Y ) = (by definition) = (X ∩ {Y )∪ϕ(X ∩ {Y ) = (X ∩ {Y )∪
(ϕ(X) ∩ ϕ({Y )) = (X ∪ ϕ(X)) ∩ ({Y ∪ ϕ({Y )) ∩ (X ∪ ϕ({Y )) ∩ (ϕ(X) ∪ {Y ) =
(by definition) = ∇∇X ∩ ∇∇{Y ∩ (X ∪ ϕ({Y )) ∩ ϕ(X ∪ ϕ({Y )) = (by Lemmas
5.6.4 a) and 5.6.6) = ∇∇X ∩ ∇∇ ∼ Y ∩∆∆(X ∪ ϕ({Y )) = (by definition of ∼) =
∇∇X ∩∇∇ ∼ Y ∩∆∆(X∪ ∼ Y ).

Since X,∼ Y ∈ L′ then, by Lemma 5.6.10 b), ∆∆(X∪ ∼ Y ) = ∆∆X ∪∆∆ ∼ Y ,
so

∇∇(X ∩{Y ) = ∇∇X ∩∇∇ ∼ Y ∩ (∆∆X ∪∆∆ ∼ Y ) = (∆∆X ∩∇∇ ∼ Y )∪ (∇∇X ∩∆∆ ∼ Y ).

�

Corollary 5.6.12. If X, Y ∈ L′ then ∇∇(X ∩ {Y ) ∈ L′.

Proof. By hypothesis: (1) X ∈ L′ , and (2) Y ∈ L′ . From (1) we deduce (3)
∇∇X ∈ L′ . From (2) it follows that (4) ∼ Y ∈ L′ and therefore (5) ∇∇ ∼ Y ∈ L′ .

From (1) and (4) it follows that (5) X∪ ∼ Y ∈ L
′
, so by Corollary 5.6.8:

(6) ∆∆(X∪ ∼ Y ) ∈ L
′
. From (3), (5) and (6) it follows, by Lemma 5.6.11 that

∇∇(X ∩ {Y ) ∈ L′ . �

5.7. Universality of the construction L of  Lukasiewicz algebras

Let (M, ∃) be a monadic boolean algebra. We saw in section 1.10 that start-
ing from M , through construction L, a  Lukasiewicz algebra L(M) is obtained
(A. Monteiro, [32], L. Monteiro, [70]). We shall prove now the following result
by A. Monteiro which was presented in a 1966 Seminar [44] and published only
in [48].

Theorem 5.7.1. (L. Monteiro, [65]) Given a  Lukasiewicz algebra L, there
exists a monadic boolean algebra M such that L(M) is isomorphic to L, see ([45],
p. 206).

The following result is well known:

Lemma 5.7.2. If A is a boolean algebra and R is a sublattice of A, such that
0, 1 ∈ R, then the boolean subalgebra of A generated by R is ([73], p. 74):

BS(R) =

{
x ∈ A : x =

n∨
i=1

(yi ∧ −zi), where yi, zi ∈ R
}

.

Let L be a non trivial  Lukasiewicz algebra, and E = P(L). We saw in section
5.6 that (2E,∇∇) is a monadic boolean algebra and that L is isomorphic to the
 Lukasiewicz algebra L

′
= S(L) ⊆ 2E, where S is Stone’s transformation. Since L

′

is a sublattice of the boolean algebra 2E, and ∅, E ∈ L′ , then

BS(L
′
) =

{
X ∈ 2E : X =

n⋃
i=1

(Yi ∩ {Zi), where Yi, Zi ∈ L
′
}

.

We prove now that: (BS(L
′
),∇∇) is a monadic subalgebra of the monadic

boolean algebra (2E,∇∇).

Lemma 5.7.3. If X ∈ BS(L
′
) then ∇∇X ∈ L′.
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Proof. If X ∈ BS(L
′
), then X =

n⋃
i=1

(Yi ∩ {Zi) where Yi, Zi ∈ L
′
, so ∇∇X =

∇∇
(

n⋃
i=1

(Yi ∩ {Zi)
)

=
n⋃
i=1

∇∇(Yi∩{Zi). Since by Corollary 5.6.12, ∇∇(Yi∩{Zi) ∈ L
′
,

for every i, 1 ≤ i ≤ n, and L
′

is a sublattice of 2E we have that ∇∇X ∈ L′ . �

Corollary 5.7.4. (BS(L
′
),∇∇) is a monadic subalgebra of the monadic boolean

algebra (2E,∇∇).

Proof. Indeed, if X ∈ BS(L
′
), then by Lemma 5.7.3, ∇∇X ∈ L′ ⊆ BS(L

′
).
�

Corollary 5.7.5. ∇∇(BS(L
′
)) = ∆∆(BS(L

′
)) ⊆ L

′
.

Proof. Since BS(L
′
) is a monadic boolean algebra, it is well known that

∇∇(BS(L
′
)) = ∆∆(BS(L

′
)), and from Lemma 5.7.3, ∇∇(BS(L

′
)) ⊆ L

′
. �

If X, Y ∈ 2E then (see section 5.6), if we define XtY = ∆∆X ∪Y ∪ (X ∩∆∆{Y )
and XuY = ∇∇X ∩ Y ∩ (X ∪∇∇{Y ), in [70] we proved that:

Lemma 5.7.6. If X, Y ∈ 2E, then

a) ∇∇(X t Y ) = ∇∇X ∪∇∇Y .
b) ∇∇(X u Y ) = ∇∇X ∩∇∇Y .
c) ∆∆(X t Y ) = ∆∆X ∪∆∆Y .
d) ∆∆(X u Y ) = ∆∆X ∩∆∆Y .

Lemma 5.7.7. If X, Y ∈ L′ then X t Y ∈ L′.

Proof. By Corollary 5.6.8, ∆∆X ∈ L′ , and by Corollary 5.6.9, ∆∆{Y ∈ L′ , so
since XtY = ∆∆X ∪Y ∪ (X ∩∆∆{Y ) and L

′
is a  Lukasiewicz algebra, we have that

∆∆X ∪ Y ∪ (X ∩∆∆{Y ) ∈ L′ . �

Lemma 5.7.8. If X, Y ∈ L′ then ∆∆(X ∩{Y ) = ∆∆(X∩ ∼ Y ) = ∆∆X ∩∆∆ ∼ Y .

Proof. ∆∆(X ∩ {Y ) = ∆∆X ∩∆∆{Y = (by Lemma 5.6.4 b)) =
∆∆X ∩∆∆ ∼ Y = ∆∆(X∩ ∼ Y ). �

Consider the congruence relation “≡” defined on BS(L
′
), (see section 1.10) as

follows:

X, Y ∈ BS(L
′
), X ≡ Y if and only if ∇∇X = ∇∇Y and ∆∆X = ∆∆Y .

If X ∈ BS(L
′
) we denote C(X) = {Y ∈ BS(L

′
) : Y ≡ X}.

Let L(BS(L
′
)) = BS(L

′
)/ ≡, then A. Monteiro, [32], and L. Monteiro, [70],

proved that:

Lemma 5.7.9. (L(BS(L
′
)), C(E),∼,∇,u,t) is a  Lukasiewicz algebra, if the

operations are defined by ∼ C(X) = C({X), ∇C(X) = C(∇∇X), C(X) u C(Y ) =
C(X u Y ) and C(X) t C(Y ) = C(X t Y ).

We will prove that L(BS(L
′
)) and L are isomorphic  Lukasiewicz algebras.

Lemma 5.7.10. If X, Y ∈ L′ and X ≡ Y then X = Y .
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Proof. From X, Y ∈ L′ , it follows as (L
′
,∇∇) is a  Lukasiewicz algebra, that

∇∇X,∇∇Y ∈ L′ and by Corollary 5.6.8 ∆∆X,∆∆Y ∈ L′ . By hypothesis ∇∇X = ∇∇Y ,
∆∆X = ∆∆Y , and since ∇∇ and ∆∆ are the possibility and necessity operators of
the  Lukasiewicz algebra L

′
, then Moisil’s determination principle we have that

X = Y . �

Lemma 5.7.11. If X, Y ∈ L
′

then there exists a unique Z ∈ L
′

such that
X ∩ {Y ≡ Z.

Proof. Let Z = (∆∆X∩ ∼ Y ) ∪ (X ∩∆∆ ∼ Y ), then it is clear that Z ∈ L′ .
(1) ∇∇Z = ∇∇(∆∆X∩ ∼ Y )∪∇∇(X ∩∆∆ ∼ Y ) = (∆∆X ∩∇∇ ∼ Y )∪ (∇∇X ∩∆∆ ∼ Y ) =
(by Lemma 5.6.11 b)) = ∇∇(X ∩ {Y ), and (2) ∆∆Z = (by Lemma 5.6.10 b))
= ∆∆(∆∆X∩ ∼ Y ) ∪ ∆∆(X ∩ ∆∆ ∼ Y ) = (Lemma 5.6.10 c)) = (∆∆X ∩ ∆∆ ∼ Y ) ∪
(∆∆X∩∆∆ ∼ Y ) = ∆∆X∩∆∆ ∼ Y = (by Lemma 5.7.8) = ∆∆(X∩{Y ), so Z ≡ X∩{Y .

From (1) and (2) we deduce that X ∩ {Y ≡ Z and by Lemma 5.7.10, Z is
unique. �

Lemma 5.7.12. If A,B ∈ BS(L
′
) then A ∪B ≡ A tB t∆∆(A ∪B).

Proof. By Lemma 5.7.6:
∇∇(AtB t∆∆(A∪B)) = ∇∇A∪∇∇B ∪∇∇∆∆(A∪B) = ∇∇A∪∇∇B ∪∆∆(A∪B) =

∇∇(A ∪B) ∪∆∆(A ∪B) = ∇∇(A ∪B).
∆∆(AtB t∆∆(A∪B)) = ∆∆A∪∆∆B ∪∆∆∆∆(A∪B) = ∆∆A∪∆∆B ∪∆∆(A∪B) =

∆∆(A ∪B). �

Corollary 5.7.13. If A,B ∈ BS(L
′
), X, Y ∈ L′ and A ≡ X, B ≡ Y , then

A ∪B ≡ Z, where Z ∈ L′.

Proof. We saw in Lemma 5.7.12, that A ∪ B ≡ A t B t∆∆(A ∪ B). By the
hypothesis A ≡ X, B ≡ Y , we have that AtB ≡ X t Y so AtB t∆∆(A∪B) ≡
X tY t∆∆(A∪B). Finally, observe that since A∪B ∈ BS(L

′
) then by Corollary

5.7.5 ∆∆(A ∪ B) ∈ L′ , so by Lemma 5.7.7, Z = X t Y t ∆∆(A ∪ B) ∈ L′ . Then
A ∪B ≡ Z, with Z ∈ L′ . �

Lemma 5.7.14. If A ∈ BS(L
′
), there exists X ∈ L′ such that A ≡ X.

Proof. Let A ∈ BS(L
′
), then A =

n⋃
i=1

Xi where Xi = Yi∩{Zi, and Yi, Zi ∈ L
′
,

for 1 ≤ i ≤ n. By Lemma 5.7.11, Ai ≡ Wi , where Wi ∈ L
′
, for 1 ≤ i ≤ n .

If n = 1, then the lemma holds trivially. Assume that n ≥ 2. By Lemma
5.7.11, X1 ≡ W1 and X2 ≡ W2 with W1,W2 ∈ L

′
, so by Corollary 5.7.13, we have

that: (1) X1 ∪X2 ≡ H1, where H1 ∈ L
′
.

Since (2) X3 ≡ W3, with W3 ∈ L
′
then from (1) and (2) it follows by Corollary

5.7.13 that: X1 ∪X2 ∪X3 ≡ H2, where H2 ∈ L
′
. Applying this reasoning n − 1

times we have that
n⋃
i=1

Xi ≡ Hn−1, where Hn−1 ∈ L
′
, which ends the proof. �

Lemma 5.7.15. The transformation H from L to L(BS(L
′
)), defined by

H(x) = C(S(x)), verifies:

a) H is biunivocal,
b) H is surjective.
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Proof. a) If H(x) = H(y), this is C(S(x)) = C(S(y)), then S(x) ≡ S(y),
and since S(x),S(y) ∈ S(L) = L

′
, then by Lemma 5.7.10, S(x) = S(y), and since

S is biunivocal it follows that x = y.
b) Given C(A) ∈ L(BS(L

′
)), where A ∈ BS(L

′
), by Lemma 5.7.14, we know

that there exists X ∈ L′ = S(L) such that X ≡ A, then since X = S(x), where
x ∈ L, we have that H(x) = C(S(x)) = C(X) = C(A). �

Lemma 5.7.16. The transformation H verifies:

a) H(x ∧ y) = H(x) uH(y).
b) H(x ∨ y) = H(x) tH(y).
c) H(∼ x) =∼ H(x).
d) H(∇x) = ∇H(x).

Proof. a) (1)∇∇(S(x)uS(y)) = (Lemma 5.7.6 b)) =∇∇S(x)∩∇∇S(y) =
(by Lemma 5.6.3) = ∇∇(S(x) ∩ S(y)).

(2) ∆∆(S(x) u S(y)) = (by Lemma 5.7.6 d)) = ∆∆S(x) ∩∆∆S(y) = (by
Lemma 5.6.10 c)) = ∆∆(S(x) ∩ S(y)).

From (1) and (2) it follows that S(x) u S(y) ≡ S(x) ∩ S(y), so

H(x ∧ y) = C(S(x ∧ y)) = C(S(x) ∩ S(y)) = C(S(x) u S(y))

= C(S(x)) u C(S(y)) = H(x) uH(y).

b) (3) ∇∇(S(x) t S(y)) = (by Lemma 5.7.6 a))=
∇∇S(x) ∪∇∇S(y) = (by Lemma 5.6.10 a)) = ∇∇(S(x) ∪ S(y)).

(4) ∆∆(S(x) t S(y)) = (by Lemma 5.7.6 c)) =
∆∆S(x) ∪∆∆S(y) = (by Lemma 5.6.10 b)) = ∆∆(S(x) ∪ S(y)).
From (3) and (4) it follows that S(x) t S(y) ≡ S(x) ∪ S(y), so

H(x ∨ y) = C(S(x ∨ y)) = C(S(x) ∪ S(y)) = C(S(x) t S(y)) =
C(S(x)) t C(S(y)) = H(x) tH(y).

c) ∇∇S(∼ x) = (by SR5)) = ∇∇ ∼ S(x) = (by Lemma 5.6.4 a)) = ∇∇{S(x),
and ∆∆S(∼ x) = (by SR5)) = ∆∆ ∼ S(x) = (by Lemma 5.6.4 b)) =
∆∆{S(x). Then S(∼ x) ≡ {S(x) and therefore H(∼ x) = C(S(∼ x)) =
C({S(x)) = ∼ C(S(x)) =∼ H(x).

d) H(∇x) = C(S(∇x)) = (by Lemma 5.6.2)= C(∇∇S(x)) = (by Lemma
5.7.9) = ∇C(S(x)) = ∇H(x).

�

By Corollary 5.7.4, M = BS(L
′
) is a monadic boolean algebra and by Lemmas

5.7.15 and 5.7.16 we have that the  Lukasiewicz algebra L is isomorphic to L(M),
which proves Theorem 5.7.1.

As we said before, this result was proved in a different way by L. Monteiro in
[65].

5.8. A construction of the  Lukasiewicz algebra with n free generators

Let Mn be the monadic boolean algebra with n free generators. It is well
known, [22], [64], that Mn is a boolean algebra with 2n · 2(2n−1) atoms and that
K(Mn) is a boolean algebra with 22n − 1 atoms. Furthermore, (*) the partition
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of the atoms of M associated with K(Mn) has
(
2n

i

)
classes with i atoms of M ,

1 ≤ i ≤ 2n.
Let L = L(Mn), then by Remark 1.10.4, the boolean algebrasB(L) andK(Mn)

are isomorphic.
We know that the  Lukasiewicz algebra Ln with n free generators has 22n ·33n−2n

elements and that B(Ln) has 3n atoms, so if L ∼= Ln we would have that B(L) ∼=
B(Ln) so 22n − 1 = 3n, and this holds only for n = 1. Then if n > 1 we have that
the  Lukasiewicz algebras L(Mn) and Ln are not isomorphic.

Let us see how we can determine Ln from L(Mn) when n > 1. By (*) and
Remark 3.3.10 we know that

L(Mn) ∼= B2n ×T22n−1−2n .

If
b = (1, 1, . . . , 1︸ ︷︷ ︸

2n

1, 1, . . . , 1︸ ︷︷ ︸
3n−2n

, 0, 0, . . . , 0

︸ ︷︷ ︸
22n−1−2n

),

then by Remark 5.3.5

L(Mn)/[b) ∼= (b] ∼= B2n ×T3n−2n .

5.9. Determinant system of a  Lukasiewicz algebra

The proof of the following results about De Morgan and Kleene algebras can
be found, for instance, in [51].

If M is a De Morgan algebra, and X ⊆M , let

∼ X = {x ∈M : ∼ x ∈ X}.
If P ∈ P(M) then we know that ϕ(P ) = { ∼ P , is the Birula-Rasiowa transfor-
mation [6], [7], from P(M) to P(M), which verifies (1) ϕ(ϕ(P )) = P , and (2) If
P,Q ∈ P(M) then P ⊆ Q if and only if ϕ(Q) ⊆ ϕ(P ).

Lemma 5.9.1. If P ∈ P(M) then:
a) ∼ x ∈ P ⇐⇒ x /∈ ϕ(P ), b) ∼ x /∈ P ⇐⇒ x ∈ ϕ(P ).

If K is a Kleene algebra, then

If P ∈ P(K) then : P ⊆ ϕ(P ) or ϕ(P ) ⊆ P.

Let us denote with P1(K) the set of all the filters P ∈ P(K) such that P ⊆
ϕ(P ). Then P1(K) ⊆ P(K).

Since every  Lukasiewicz algebra L is a Kleene algebra, then if b ∈ B(L), the
boolean complement of b, which we denote by −b, is equal to ∼ b, this is −b =∼ b.
The original proof by A. Monteiro was reproduced in [11]. A simpler proof was
obtained, as announced in [45], by L. Monteiro, [59].

If R is a non trivial finite distributive lattice, we represent by Π = Π(R) the
poset of the prime elements of R.

Theorem 5.9.2. If R y R
′

are non trivial finite distributive lattices such that
Π = Π(R), Π

′
= Π(R

′
) are isomorphic posets then R and R

′
are isomorphic

lattices.
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Proof. Let f : Π→ Π
′

be an order isomorphism and put by definition:

H(x) =

{
0, if x = 0∨
{f(p) : p ∈ Π, p ≤ x}, if x 6= 0

then it is easy to check that H : R→ R
′
is a lattice isomorphism and H(p) = f(p)

for all p ∈ Π. �

Corollary 5.9.3. Every non trivial finite distributive lattice R, is determined
up to isomorphisms, by the set Π = Π(R) of its prime elements.

Let X be a poset, a subset Y of X is said to be a lower section of X,
if Y = ∅ or if it verifies “If y ∈ Y and x ≤ y then x ∈ Y ”. The subsets
(x] = {y ∈ X : y ≤ x} are lower sections of X.

We represent by S(X) the set of all the lower sections of X.

Theorem 5.9.4. (G. Birkhoff.) If X is a finite poset, there exists a finite
distributive lattice R such that X and Π(R) are isomorphics posets.

Proof. It is well known that (S(X),∩,∪, ∅, X) is a bounded distributive
lattice. Since X is finite then the distributive lattice S(X) is finite as well.

It is easy to prove that Π(S(X)) = {(x] : x ∈ X}, and if we put β(x) = (x],
for all x ∈ X then β is an order isomorphism from X to Π(S(X)). �

Definition 5.9.5. Let X be a finite poset. We say that x ∈ X is linked to
y ∈ X, if there exists a finite sequence of elements of X, a1, a2, · · · , an such that
a1 = x, an = y, and ai is comparable to ai+1, 1 ≤ i ≤ n − 1. To denote that a
is comparable to b, we write a ‖ b, and to indicate that x is linked to y we write
x ≈ y.

If x 6= y, with x, y ∈ X, we can assume that the elements ai, 1 ≤ i ≤ n, verify
ai 6= aj, i 6= j, 1 ≤ i, j ≤ n.

It is well known that the relation ≈ is an equivalence relation defined over X.
Let K(x) = {y ∈ X : y ≈ x} be the equivalence class containing element x ∈ X.
Observe that if y /∈ K(x), then y is incomparable with every element in K(x).

Let K(x1), K(x2), . . . , K(xn) be the equivalence classes. It is well known that
the subsets K(xi), 1 ≤ i ≤ n, of X are connected posets, which we can denominate
connected components of X, and that the poset X is the cardinal sum of the
posets K(xi), 1 ≤ i ≤ n, this is:

X =
n∑
i=1

K(xi).

Notice also that the sets K(xi) are pairwise disjoint, and that each element
(*) a ∈ K(xi) is incomparable with every b ∈ K(xj) if i 6= j.

We can assume that the elements xi, 1 ≤ i ≤ n are maximal elements of the
poset X. Indeed, each K(xi) is a finite poset, so there exist m ∈ K(xi), m a
maximal element of K(xi). Let us see that m is also a maximal element of X. If
x ∈ X is such that m ≤ x, since m ∈ K(xi), then by (*) m is incomparable with
every element y ∈ K(xj), j 6= i, so x ∈ K(xi) and since m is a maximal element
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of K(xi) we have that xi = m. This shows that m is a maximal element of X.
Then we can write:

X =
n∑
i=1

K(xi),

where xi, 1 ≤ i ≤ n are maximal elements of the poset X.

Lemma 5.9.6. If R is a non trivial finite distributive lattice, where the poset
Π = Π(R) of its prime elements is isomorphic to the poset X = X1 + X2 and if
Ri, i = 1, 2 is a distributive lattice whose set of prime elements is isomorphic to
Xi, i = 1, 2 then R is isomorphic to R1 ×R2.

If R is a finite distributive lattice, then we know that P ∈ P(R) if and only if
P = F (p) = {x ∈ R : p ≤ x}, where p ∈ Π = Π(R).

Let A be a De Morgan algebra, so in this case the Birula-Rasiowa transfor-
mation ϕ from P(A) to P(A), induces a transformation ψ from Π = Π(A) to Π
as follows:

(5.9.1) ψ(p) = q if and only if ϕ(F (p)) = F (q).

The transformation ψ has the following properties:

Inv1) ψ(ψ(p)) = p, for all p ∈ Π,
Inv2) p ≤ q if and only if ψ(q) ≤ ψ(p), where p, q ∈ Π.

This means that ψ is an anti-isomorphism of the poset Π onto Π of period 2.
We say that the pair (Π(A), ψ) is the determinant system of the algebra A.

Definition 5.9.7. A Birula–Rasiowa space is a pair (X,α) formed by a poset
X and a transformation α from X to X such that:

Inv1) α(α(x)) = x, for every x ∈ X,
Inv2) x ≤ y if and only if α(y) ≤ α(x), where x, y ∈ X.

It is clear that α is a bijective mapping from X to X, and that the determinant
system of a De Morgan algebra is a Birula–Rasiowa space.

Definition 5.9.8. Two Birula–Rasiowa spaces (X,α), (X
′
, α
′
) are said to be

isomorphic if there exists an order isomorphism f from X onto X
′

such that
f(α(x)) = α

′
(f(x)) for all x ∈ X.

Theorem 5.9.9. (A. Monteiro, [35], [38], [43], [51]). If (A,∼) is a non trivial
finite De Morgan algebra, and if (Π = Π(A), ψ) is its determinant system then

∼ x =
∨
{p ∈ Π : ψ(p) 6≤ x}.

If we put Πx = {p ∈ Π : p ≤ x} then L. Monteiro proved in [51] that:

Lemma 5.9.10. If (A,∼) is a non trivial finite De Morgan algebra, then

∼ x =
∨
{p ∈ Π : p ∈ ψ(Π \ Πx)} =∨

{p : p ∈ Π \ ψ(Πx)} =
∨
{ψ(q) : q ∈ Π \ Πx}.
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Theorem 5.9.11. If (A,∼) and (A
′
,∼′) are non trivial finite De Morgan

algebras such that their determinant systems (Π = Π(A), ψ), (Π
′

= Π(A
′
), ψ

′
)

are isomorphic Birula–Rasiowa spaces, then the De Morgan algebras (A,∼) and
(A
′
,∼′) are isomorphic as well.

Corollary 5.9.12. Every non trivial finite De Morgan (A,∼) is determined,
up to isomorphisms, by its determinant system (Π = Π(A), ψ).

The previous result was announced in 1960, [35] and its proof presented in
1962, [38], [43], [51]. According to his own words, [45] A. Monteiro’s proof from
1960 was too complicated.

Theorem 5.9.13. If (X,α) is a finite Birula–Rasiowa space, there exists a
finite De Morgan algebra (A,∼), such that its determinant system (Π = Π(A), ψ)
is a Birula–Rasiowa space isomorphic to (X,α). [51]

Proof. We know that S(X) is a distributive lattice such that Π(S(X)) is a
poset isomorphic to X. The transformation α : X → X induces a transformation
ψ : Π(S(X))→ Π(S(X)) of the following manner: ψ((x]) = (α(x)], for all x ∈ X.

For each lower section Y of X let us put (see Lemma 5.9.10):

∼ Y =
⋃
{ψ((x]) : (x] ∈ Π(S(X)) \ ΠY }.

Then it is easy to prove that ∼ Y = X \ α(Y ). We prove now that ∼ Y is
a lower section of X. If ∼ Y = X \ α(Y ) = ∅, then ∼ Y is a lower section. If
∼ Y = X \ α(Y ) 6= ∅, let (1) p ∈ X \ α(Y ), and x ∈ X be such that x ≤ p. Then
(2) α(p) ≤ α(x). If x /∈ X \ α(Y ), then x ∈ α(Y ) this is x = α(y′), where y′ ∈ Y ,
so (3) α(x) = y′ ∈ Y . Since Y ∈ S(X) then from (2) and (3) we deduce that
α(p) ∈ Y so p = α(α(p)) ∈ α(Y ), which contradicts (1). Furthermore:

• ∼ X = X \ α(X) = X \X = ∅,
• ∼ (∼ Y ) = X \ α(∼ Y ) = X \ α(X \ α(Y )). Then, as α is a period 2

bijection, we have that: ∼ (∼ Y ) = X \ (α(X) \ Y ) = X \ (X \ Y ) =
X ∩ Y = Y .
• Since α is biunivocal then∼ (Y ∩Z) = X\α(Y ∩Z) = X\(α(Y )∩α(Z)) =

(X \ α(Y )) ∪ (X \ α(Z)) =∼ Y ∪ ∼ Z.

Thus (S(X),∼) is a De Morgan algebra. Let us see that the Birula–Rasiowa
spaces (X,α) and (Π(S(X)), ψ) are isomorphic. We already know that the trans-
formation β : X → Π(S(X)), defined by β(x) = (x], x ∈ X is an order iso-
morphism. By the definition of ψ, we have that: β(α(x)) = (α(x)] = ψ((x]) =
ψ(β(x)), which concludes the proof. �

Let A be a non trivial finite De Morgan algebra, Π = Π(A) the set of its prime

elements and Π =
n∑
i=1

Xi, where Xi, 1 ≤ i ≤ n, are the connected components of

Π. In general, if p ∈ Xi we cannot claim that α(p) ∈ Xi, but for finite Kleene
algebras we have that:

ψ(Xi) = Xi, 1 ≤ i ≤ n,

since α(p) ‖ p for all p ∈ Π.
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Let A be a non trivial finite De Morgan algebra, (Π = Π(A), ψ) its determinant

system and Π =
n∑
i=1

K(pi). It is clear that if p, q ∈ Π, p ≈ q, then ψ(p) ≈ ψ(q), so:

• If ψ(p) ∈ K(p) then ψ(K(p)) = K(p).
• If q = ψ(p) /∈ K(p) then ψ(K(p)) = K(q), and ψ(K(p) + K(q)) =
K(p) +K(q).

We say that in the first case (K(p), ψ) and, in the second case, (K(p)+K(q), ψ)
are ψ-connected components of (Π, ψ), and that the respective Birula–Rasiowa
spaces (K(p), ψ) and (K(p) +K(q), ψ) are undecomposable.

In the case in which A is a finite Kleene algebra, every connected component
of Π(A) is a ψ-connected component of Π(A).

Lemma 5.9.14. If A is a non trivial De Morgan algebra, and its determinant
system (Π = Π(A), ψ) is isomorphic to the Birula–Rasiowa space (X,α) where
X = X1 + X2, α(X1) = X1, α(X2) = X2 and if Ai ; i = 1, 2 is a De Morgan
algebra whose determinant system (Π(Ai), ψi) is isomorphic to (Xi, α|Xi

) ; i = 1, 2,
then A is isomorphic to A1 × A2.

Definition 5.9.15. A Kleene space is a Birula–Rasiowa space (X,α) such
that every x ∈ X is comparable with α(x).

Lemma 5.9.16. For a finite De Morgan algebra A to be a Kleene algebra it
is necessary and sufficient that its determinant system (Π = Π(A), ψ) is a Kleene
space.

Proof. It is clear that the condition is necessary. Let us see that it is suffi-
cient. If y∧ ∼ y = 0 then the Kleene condition holds. Assume that y∧ ∼ y 6= 0.
To prove that the Kleene condition holds it is enough to check that:

{p ∈ Π : p ≤ y∧ ∼ y} ⊆ {q ∈ Π : q ≤ z∨ ∼ z}.

Let p ∈ Π be such that (1) : p ≤ y∧ ∼ y. By hypothesis (2) ψ(p) ≤ p, or
(3) p ≤ ψ(p). If (2) holds then by (1) we have : ψ(p) ≤ y∧ ∼ y, then in particular
ψ(p) ≤∼ y =

∨
{ψ(q) : q ∈ Π \ Πy}, from where it follows, since ψ(p) ∈ Π,

that ψ(p) ≤ ψ(q0), for some q0 ∈ Π \ Πy. Thus q0 ≤ p and by (1) we have that
q0 ≤ y∧ ∼ y ≤ y, so q0 ∈ Πy, contradiction. Therefore condition (3) must hold.
If ψ(p) 6≤ z then ψ(p) ∈ Π \ Πz, so (4) : ψ(p) ≤∼ z ≤ z∨ ∼ z. From (3) and (4)
we have p ≤ z∨ ∼ z. If ψ(p) ≤ z, then p ≤ z ≤ z∨ ∼ z. �

Theorem 5.9.17. If (A,∼) and (A
′
,∼′) are non trivial finite Kleene algebras

such that their determinant systems (Π = Π(A), ψ), (Π
′

= Π(A
′
), ψ

′
) are isomor-

phic Kleene spaces, then the Kleene algebras (A,∼) and (A
′
,∼′) are isomorphic

as well.

Corollary 5.9.18. Every non trivial finite Kleene algebra, (A,∼) is deter-
mined, up to isomorphisms, by its determinant system (Π = Π(A), ψ).

Theorem 5.9.19. If (X,α) is a finite Kleene space, there exists a finite Kleene
algebra (A,∼) such that its determinant system (Π = Π(A), ψ) is a Kleene space
isomorphic to (X,α).
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Remark 5.9.20. a) If X = {x}, then α(x) = x, and A = {0, 1}, where 0 < 1,
∼ 0 = 1 and ∼ 1 = 0.

b) If X = {x, y}, where x < y, α(x) = y y α(y) = x, then A = {0, c, 1}, where
0 < c < 1, ∼ 0 = 1,∼ 1 = 0, and ∼ c = c.

Let L be a finite  Lukasiewicz algebra. Then (P(L),⊆) is a finite poset and

P(L) =
n∑
i=1

K(Pi),

where Pi, 1 ≤ i ≤ n are the maximal elements of the poset (P(L),⊆). We shall
prove that K(P ) = {P, ϕ(P )}, for every maximal element P of P(L), this is
P ∈ U(L). Since U ‖ ϕ(U), for all U ∈ U(L), then {U,ϕ(U)} ⊆ K(U).

It is clear that V = {U ∈ U(L) : U ∈ p(L)}, W = {U ∈ U(L) : U /∈ p(L)}, is
a bipartition of the set U(L).

If U ∈ V , (1) U ∈ U(L) and (2) U ∈ p(L). Since L is a Kleene algebra
then (3) U ⊆ ϕ(U) or (4) ϕ(U) ⊆ U . From (1) and (3) or from (2) and (4) we
have: U = ϕ(U). Let P ∈ K(U), where U ∈ V , then there exists a sequence
P1, P2, . . . , Pn of elements of P(L) such that: P1 = U , Pn = P , and Pi ‖ Pi+1,
Pi 6= Pi+11 ≤ i ≤ n − 1. By hypothesis U ‖ P2, so if U ⊆ P2, since U is an
ultrafilter we have: P2 = U . If P2 ⊆ U , since U is a minimal prime filter minimal
we have: P2 = U . Then P = U , for all P ∈ K(U), so K(U) = {U}.

If U ∈ W , (1) U ∈ U(L) and (2) U /∈ p(L), then there exists (3) M ∈ p(L)
such that (4) M ⊆ U , then M ∈ K(U). By (2) we have that (5) M /∈ U(L). By
Corollary 2.5.16 we know that (6) ϕ(M) is the unique proper filter containing M
as a proper part. From (5) and (6) we deduce that U = ϕ(M), this is M = ϕ(U).

Let us see that in this case:

Lemma 5.9.21. Let U be such that U ∈ U(L), U /∈ p(L) and M = ϕ(U) ⊆ U .
Then:

a) If Q ‖ U and Q 6= U then Q = M .
b) If Q ‖M and M 6= Q then Q = U .
c) If U ∈ W then K(U) = {U,ϕ(U)}.

Proof.
a) Since Q ‖ U , Q 6= U and U is an ultrafilter of L then Q ⊆ U .

If Q /∈ p(L), then there exists P1 ∈ p(L) such that P1 ⊆ Q ⊆ U ,
which is impossible by Corollary 2.5.14. So we have that Q ∈ p(L),
then: Q,M ⊆ U , Q,M ∈ p(L), Q,M /∈ U(L) and by Corollary 2.5.16,
Q = M = ϕ(M).

b) From Q ‖ M , it follows that Q ⊆ M or M ⊆ Q. Since Q 6= M , and
M is a minimal prime filter we must have M ⊆ Q. We deduce then
that M /∈ U(L) and since M ∈ p(L) it follows by Corollary 2.5.16 that
Q = U .

c) Since U ∈ W and P ∈ K(U), then there exists a sequence P1, P2, . . . , Pn
of elements of P(L) such that P1 = U , Pn = P , and Pi ‖ Pi+1, Pi 6= Pi+1,
1 ≤ i ≤ n − 1. Since P2 ‖ U , P2 6= U , then by a), P2 = M . Since
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M = P2 ‖ P3 and P2 6= P3, then by b) we have P3 = U . Then K(U) =
{U,ϕ(U)}.

�

Remark 5.9.22. From the lemma above, if L is a non trivial finite  Lukasiewicz
algebra, the connected components of P(L) are of the form (A) {F (p)} = {ϕ(F (p))}
or (B) {F (p), ϕ(F (p))}, where p ∈ Π, is a minimal element of Π. Then the poset
Π is the cardinal sum of posets Πi, 1 ≤ i ≤ n where each Πi is a chain with one
or two elements. Notice furthermore that in case (A), since F (p) = ϕ(F (p)) then
ψ(p) = p, and in case (B) F (q) = ϕ(F (p)) ⊆ F (p) if p < q and ψ(q) = p, with
both p, q ∈ Π.

Notice that if L is a  Lukasiewicz algebra, we have that for all x ∈ L:

∇x =
∧
{b ∈ B(L) : x ≤ b} ; ∆x =

∨
{b ∈ B(L) : b ≤ x}.

Theorem 5.9.23. If L,L
′

are non trivial finite  Lukasiewicz algebras such that
their determinant systems (Π = Π(L), ψ), (Π

′
= Π(L

′
), ψ

′
) are isomorphic Kleene

spaces, then the  Lukasiewicz algebras L and L
′

are isomorphic as well.

Proof. We know that the function H : L → L
′

defined in Theorem 5.9.2
is a Kleene algebra isomorphism from L to the Kleene algebra L

′
(see Theorems

5.9.11 and 5.9.17).
Let us prove that H verifies (*) H(∇x) = ∇H(x), for all x ∈ L. It is clear that

if x = 0, (*) holds. Assume that x 6= 0. H(∇x) = H(
∧
{b : b ∈ B(L), x ≤ b}) =∧

{H(b) : b ∈ B(L), x ≤ b} and ∇H(x) =
∧
{b′ : b

′ ∈ B(L′), H(x) ≤ b′}. Let us
prove that {H(b) : b ∈ B(L), x ≤ b} = {b′ : b

′ ∈ B(L′), H(x) ≤ b′}, from where
(*) follows.

Let y ∈ {H(b) : b ∈ B(L), x ≤ b}, so y = H(b), where b ∈ B(L), x ≤ b.
Since H is a lattice isomorphism and b ∈ B(L), then y = H(b) ∈ B(L′) and
H(x) ≤ H(b) = y. Conversely, if b

′ ∈ B(L′) and H(x) ≤ b′, since H is surjective
b
′

= H(b), for some b ∈ B(L). We have thus that H(x) ≤ H(b), from where it
follows that x ≤ b. �

Corollary 5.9.24. Every non trivial finite  Lukasiewicz algebra is determined,
up to isomorphisms, by its determinant system.

Recall the following definition and result (see [11], [16]) : If K is a Kleene
algebra, we say that the set B(K) of boolean elements of K, which is a boolean
algebra, is:

• relatively upward complete if it verifies: If x ∈ K then there exists
∧
{b ∈

B(K) : x ≤ b} in B(K) and ∇x =
∧
{b ∈ B(K) : x ≤ b}.

• separating if it verifies: If x, y ∈ K and y 6≤ x, then there exists b ∈ B(K)
such that x ≤ b and y 6≤ b, or there exists b′ ∈ B(K) such that b′ ≤ y
and b′ 6≤ x.

Theorem 5.9.25. If K is a Kleene algebra such that the set B(K) of its
boolean elements is relatively upward complete and separating, then there exists a
unique  Lukasiewicz algebra structure one K, [11].
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The operators ∇ and ∆ are defined by:

∇x =
∧
{b ∈ B(K) : x ≤ b} ; ∆x =

∨
{b ∈ B(K) : b ≤ x}

for all x ∈ K.

Lemma 5.9.26. If K is a non trivial finite Kleene algebra and its determinant
system (Π(K), ψ) is isomorphic to the Kleene space (X,α) where X = X1 + X2,
(with α(Xi) = Xi, i = 1, 2) and if Ki, i = 1, 2 is a Kleene algebra such that
its determinant system (Π(Ki), ψi) is isomorphic to (Xi, α), i = 1, 2, then K is
isomorphic to K1 ×K2.

Lemma 5.9.27. If K1, K2 are non trivial finite Kleene algebras, and B(K1),
B(K2) are relatively upward complete and separating, then K1 ×K2 is a Kleene
algebra and B(K1 ×K2) is relatively upward complete.

Theorem 5.9.28. If (X,α) is a non trivial finite Kleene space such that X =
t∑
i=1

Yi, where

Yi =


{yi}, and α(yi) = yi, if 1 ≤ i ≤ s,

{zi, wi}, zi < wi, α(zi) = wi, and α(wi) = zi, if s+ 1 ≤ i ≤ t.

then there exists a non trivial finite  Lukasiewicz algebra A such that its determi-
nant system (Π(A), ψ) is a Kleene space isomorphic to (X,α).

Proof. It is clear that N [X] = 2t− s.

ey1 ey2 ey3 . . . eys︸ ︷︷ ︸
s

ezs+1 ezs+2 ezs+3 . . . ezt

e e e ews+1 ws+2 ws+3 wt

︸ ︷︷ ︸
t−s

Let Ai, 1 ≤ i ≤ t, be a Kleene algebra such that Π(Ai) is isomorphic to Yi,
then we can let (see Remark 5.9.20):

Ai =


{0i, 1i}, ∼ 0i = 1i, if 1 ≤ i ≤ s,

{0i, ci, 1i}, ∼ 0i = 1i, ∼ ci = ci, if s+ 1 ≤ i ≤ t.

Then,

Π(Ai) =


{1i}, if 1 ≤ i ≤ s,

{ci, 1i}, if s+ 1 ≤ i ≤ t,

and if hi, 1 ≤ i ≤ t are isomorphisms from Yi to Π(Ai) then

• hi(yi) = 1i, for 1 ≤ i ≤ s,
• hi(zi) = ci, for s+ 1 ≤ i ≤ t,
• hi(wi) = 1i, for s+ 1 ≤ i ≤ t.
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We now let A be the Kleene algebra
t∏
i=1

Ai.

Since B(Ai) =


Ai, if 1 ≤ i ≤ s,

{0i, 1i}, if s+ 1 ≤ i ≤ t,

and both are relatively upward complete and separating sets, then by Lemma
5.9.27, B(A) is a relatively upward complete and separating set as well, so by
Theorem 5.9.25, there is a unique  Lukasiewicz algebra structure defined on A.

We prove now that (X,α) and (Π(A), ψ) are isomorphic Kleene spaces. It is
well known that Π(A) = {p(j)}2t−sj=1 , where

p(j) = (p
(j)
1 , . . . , p(j)s , p

(j)
s+1, . . . , p

(j)
t ), 1 ≤ j ≤ 2t− s.

and p
(j)
i is defined as follows:

• if 1 ≤ j ≤ s, then

p
(j)
i =

{
1i if i = j

0i i 6= j,

• if s+ 1 ≤ j ≤ t, then

p
(j)
i =

{
ci if i = j

0i i 6= j,

• if t+ 1 ≤ j ≤ 2t− s, then

p
(j)
i =

{
1i if i = j − t+ s

0i otherwise.

Then p(s+r) < p(t+r) for 1 ≤ r ≤ t− s.

ep(1) ep(2) ep(3) . . . ep(s)︸ ︷︷ ︸
s

ep(s+1) ep(s+2) ep(s+3) . . . ep(t)

e e e ep(t+1) p(t+2) p(t+3) p(2t−s)

︸ ︷︷ ︸
t−s

By (5.9.1) and Remark 5.9.22,

(6) ψ(p(j)) = p(j), 1 ≤ j ≤ s,
(7) ψ(p(j)) = p(j+t−s), s+ 1 ≤ j ≤ t, and
(8) ψ(p(j)) = p(j−t+s), t+ 1 ≤ j ≤ 2t− s.

If x ∈ X, we define H : X → Π(A) as follows:

(9) H(yj) = p(j), for 1 ≤ j ≤ s,
(10) H(zj) = p(j), for s+ 1 ≤ j ≤ t, and
(11) H(wj) = p(j+t−s), for s+ 1 ≤ j ≤ t.

It is easy to see that H is an order isomorphism from X to Π(A).
By hypothesis, we have that
Furthermore H(α(x)) = ψ(H(x)). Indeed:

• If 1 ≤ j ≤ s, then H(α(yj))
(1)
=H(yj)

(9)
=p(j) and ψ(H(yj)) = ψ(p(j))

(6)
=p(j),
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• If s + 1 ≤ j ≤ t, then H(α(zj))
(2)
= H(wj)

(11)
= p(j+t−s) and ψ(H(zj)) =

ψ(p(j))
(8)
= p(j+t−s),

• If s + 1 ≤ j ≤ s, then H(α(wj))
(3)
= H(zj)

(10)
= p(j) and ψ(H(wj)) =

ψ(p(j+t−s))
(7)
= p(j).

�





CHAPTER 6

Geometric construction of free algebras

In the annual meeting of the U.M.A. of 1964, A. Monteiro and R. Cignoli
[33] presented the following results. The details of this work have never been
published before. The method used is similar to the one employed in 1961, for
free De Morgan algebras, by O. Chateubriand and A. Monteiro, [10] (this work
was developed during A. Monteiro’s stay in the Universidad de Buenos Aires).

In 1979 R. Cignoli publishes an article [15] generalizing the results from [33].

6.1. Introduction

Let T be a non-empty set and ϕ an involution on T . For each X ⊆ T put (see
Example 1.8.1):

(6.1.1) ∼ X = {ϕ(X)

and

(6.1.2) ∇X = X ∪ ϕ(X)

The operations defined above verify (see Example 1.8.1):

St1) ∇∅ = ∅ ; St4) X ⊆ ∇X

St5) ∇(X ∩∇Y ) = ∇X ∩ ∇Y ; St9) ∼∼ X = X

St10) ∼ (X ∩ Y ) =∼ X∪ ∼ Y ; St11) ∼ T = ∅
It is easy to verify also that:

St12) ∼ ∅ = T ; St13) ∼ (X ∪ Y ) =∼ X∩ ∼ Y

St14) ∇T = T ; St15) ∇(X ∪ Y ) = ∇X ∪ ∇Y

St16) ∼ X ∪∇X = T ; St17) ∼ X ∩∇X =∼ X ∩ X

By St9), St12) and St13) it follows that the system (2T ,∩,∪,∼, T ) is a De
Morgan algebra.

From St15) it follows that

St18) If X ⊆ Y then ∇X ⊆ ∇Y.
Then since X ∩ Y ⊆ X and X ∩ Y ⊆ Y by St18) it follows that

∇(X ∩ Y ) ⊆ ∇X and ∇(X ∩ Y ) ⊆ ∇Y
therefore:

St19) ∇(X ∩ Y ) ⊆ ∇X ∩∇Y.

133
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A. Monteiro proved (see Example 1.8.1) that the inclusion:

(6.1.15) ∇X ∩∇Y ⊆ ∇(X ∩ Y )

holds if and only if ϕ is the identity function on T . Then, the system (2T ,∩,∪,
∼,∇, T ) is a  Lukasiewicz algebra if and only if the involution ϕ which defines ∼
and ∇ through the formulas (6.1.1) and (6.1.2) is the identity function on T . In
this case ∼ coincides with the complement (on T ) and ∇ is the identity operator
on 2T , so it is a boolean algebra, and therefore a  Lukasiewicz algebra. There
can exist subalgebras S of the De Morgan algebra (2T ,∩,∪,∼, T ) such that the
relation (6.1.15) holds for every pair of elements X, Y ∈ S, and in this case S is
a non trivial  Lukasiewicz algebra, as we saw in Example 1.8.1.

Lemma 6.1.1. Let T be a non-empty set, ϕ an involution on T and {Gi}i∈I a
family of subsets of T . Let L be a subalgebra of the De Morgan algebra (2T ,∩,∪,∼
, T ) with the operations ∼ and ∇ defined using the involution ϕ and the formulas
(6.1.1) and (6.1.2), and containing the sets Gi for all i ∈ I.

Then L is a  Lukasiewicz algebra if and only if for every i, j ∈ I:

∇(Gi∩ ∼ Gi) ∩∇(Gj∩ ∼ Gj) ⊆ ∇(Gi∩ ∼ Gi ∩Gj∩ ∼ Gj).

Proof. It is clear that the condition is necessary. We shall prove that it is
sufficient. In order to do that, consider for each i ∈ I, the following sets:

G1
i = Gi∩ ∼ Gi ; G2

i = ∇(Gi∩ ∼ Gi)

G3
i =∼ ∇ ∼ Gi ; G4

i =∼ ∇Gi

Using (6.1.1) and (6.1.2), it is easy to see that:

G1
i = Gi ∩ {ϕ(Gi),

(1) G2
i = (Gi ∩ {ϕ(Gi)) ∪ (ϕ(Gi) ∩ {Gi),

G3
i = Gi ∩ ϕ(Gi),

G4
i = {ϕ(Gi) ∩ {Gi.

Now we prove that:

Gi = G1
i ∪G3

i (2) ; ∼ Gi = G1
i ∪G4

i (3)

∼ G1
i = G1

i ∪G3
i ∪G4

i (4) ; ∼ G2
i = G3

i ∪G4
i (5)

∼ G3
i = G2

i ∪G4
i (6) ; ∼ G4

i = G2
i ∪G3

i (7)

∇G1
i = G2

i (8) ; ∇G2
i = G2

i (9)

∇G3
i = G3

i (10) ; ∇G4
i = G4

i (11)

(2) G1
i ∪ G3

i = (Gi ∩ {ϕ(Gi)) ∪ (Gi ∩ ϕ(Gi)) = Gi ∩ ({ϕ(Gi) ∪ ϕ(Gi)) =
Gi ∩ T = Gi,



6.1. INTRODUCTION 135

(3) G1
i ∪ G4

i = (Gi ∩ {ϕ(Gi)) ∪ ({ϕ(Gi) ∩ {Gi) = {ϕ(Gi) ∩ (Gi ∪ {Gi) =
{ϕ(Gi) ∩ T = {ϕ(Gi) =∼ Gi,

(4) G1
i ∪G3

i ∪G4
i = (by (21)) = G3

i∪ ∼ Gi = (Gi ∩ ϕ(Gi))∪ ∼ Gi =
(Gi∪ ∼ Gi)∩(ϕ(Gi)∪ ∼ Gi) =∼ G1

i∩(ϕ(Gi)∪{ϕ(Gi)) =∼ G1
i∩T =∼ G1

i .
(5) G3

i ∪G4
i = (Gi∩ϕ(Gi))∪ ({ϕ(Gi)∩{Gi) = (Gi∪{ϕ(Gi))∩ (ϕ(Gi)∪{Gi).

∼ G2
i = {ϕ((Gi∩ {ϕ(Gi))∪(ϕ(Gi)∩{Gi)) = ({ϕ(Gi)∪Gi)∩({Gi∪ϕ(Gi)).

(6) G2
i ∪G4

i = (Gi ∩ {ϕ(Gi)) ∪ (ϕ(Gi) ∩ {Gi) ∪ ({ϕ(Gi) ∩ {Gi) =
({ϕ(Gi) ∩ T ) ∪ (ϕ(Gi) ∩ {Gi) = {ϕ(Gi) ∪ {Gi.
∼ G3

i = {ϕ(Gi ∩ ϕ(Gi)) = {ϕ(Gi) ∪ {Gi.
(7) G2

i ∪G3
i = (Gi ∩ {ϕ(Gi)) ∪ (ϕ(Gi) ∩ {Gi) ∪ (Gi ∩ ϕ(Gi)) =

(Gi ∩ ({ϕ(Gi) ∪ ϕ(Gi))) ∪ (ϕ(Gi) ∩ {Gi) = (Gi ∩ T ) ∪ (ϕ(Gi) ∩ {Gi) =
Gi ∪ (ϕ(Gi) ∩ {Gi) = Gi ∪ ϕ(Gi).
∼ G4

i = {ϕ({ϕ(Gi) ∩ {Gi) = Gi ∪ ϕ(Gi).
(8) ∇G1

i = G1
i ∪ ϕ(G1

i ) = (Gi ∩ {ϕ(Gi)) ∪ (ϕ(Gi) ∩ {Gi) = (by (1)) = G2
i .

(9) ∇G2
i = G2

i ∪ ϕ(G2
i ) = (by (1)) = G2

i ∪ (ϕ(Gi) ∩ {Gi) ∪ (Gi ∩ {ϕ(Gi)) =
G2
i ∪G2

i = G2
i .

(10) ∇G3
i = G3

i ∪ ϕ(G3
i ) = (Gi ∩ ϕ(Gi)) ∪ (ϕ(Gi) ∩Gi) = Gi ∩ ϕ(Gi) = G3

i .
(11) ∇G4

i = G4
i∪ϕ(G4

i ) = ({ϕ(Gi)∩{Gi)∪({Gi∩{ϕ(Gi)) = {Gi∩{ϕ(Gi) = G4
i .

With the sets Gp
i , i ∈ I, 1 ≤ p ≤ 4 we define the family of subsets Cij of T , in

the following manner:

Cij = (ε1j ∩G1
i ) ∪ (ε2j ∩G2

i ) ∪ (ε3j ∩G3
i ) ∪ (ε4j ∩G4

i )

where εpj is either ∅ or T . Then for each i ∈ I we have at most 24 different sets
Cij. Moisil ([25], p. 441) proved that for each i ∈ I there exist exactly 12 different
sets Cij, so 1 ≤ j < 24.

Let L be the sublattice of the distributive lattice (2T ,∩,∪) generated by the
elements Cij. We shall prove that the system (L, T,∼,∇,∩,∪) is a  Lukasiewicz
algebra of subsets of T (determined by ϕ) containing all the Gi, i ∈ I.

(i) Gp
i ∈ L, for 1 ≤ p ≤ 4.

Indeed:
(12) If ε1j = T and ε2j = ε3j = ε4j = ∅ then Cij = G1

i ∈ L.

(13) If ε2j = T and ε1j = ε3j = ε4j = ∅ then Cij = G2
i ∈ L.

(14) If ε3j = T and ε1j = ε2j = ε4j = ∅ then Cij = G3
i ∈ L.

(15) If ε4j = T and ε1j = ε2j = ε3j = ∅ then Cij = G4
i ∈ L.

(ii) Gi, ∼ Gi ∈ L.
By (12), (14) and (2) we have that Gi = G1

i ∪G3
i ∈ L.

By (12), (15) and (3) we can also claim that ∼ Gi = G1
i ∪G4

i ∈ L.
(iii) ∼ Gp

i ∈ L, for 1 ≤ p ≤ 4.
This is an immediate consequence of (i), (4), (5), (6) and (7).

(iv) ∅, T ∈ L.
If ε1j = ε2j = ε3j = ε4j = ∅ then ∅ = Cij ∈ L.

By (8) ∇G1
i = G2

i , so by St16) T = ∇G1
i∪ ∼ G1

i = G2
i∪ ∼ G1

i and by
(i) and (iii), G2

i∪ ∼ G1
i ∈ L, this is T ∈ L.

(v) ∼ Cij ∈ L.
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Since Cij =
4⋃
p=1

(εpj ∩G
p
i ) from St10) and St13) it follows that:

(16) ∼ Cij =
4⋂
p=1

(∼ εpj∪ ∼ Gp
i ).

By (iii), we know that ∼ Gp
i ∈ L, for 1 ≤ p ≤ 4, then for each i ∈ I

and each p, 1 ≤ p ≤ 4 there exists an index jp such that:

∼ Gp
i = Ci jp .

Therefore, by (16) we have:

(17) ∼ Cij =
4⋂
p=1

(∼ εpj ∪ Ci jp).

From St11), St12) and the definition of εpj , we have that ∼ εpj ∪Ci jp is
equal to T or Ci jp , and since T,Ci jp ∈ L from (17) it follows that ∼ Cij
is the intersection of a finite number of elements of L, so ∼ Cij ∈ L.

(vi) If X ∈ L then ∼ X ∈ L.
If X ∈ {∅, T} then by St11) and St12) ∼ X ∈ {∅, T}.
It is well known (see for instance [8]) that every X ∈ L \ {∅, T} is of

the form:

X =
m⋃
r=1

nr⋂
s=1

Ci(r,s)j(r,s)

so, by St10) and St13) we have that:

∼ X =
m⋂
r=1

nr⋃
s=1

∼ Ci(r,s)j(r,s)

from where it follows using (v) that ∼ X ∈ L.
(vii) The system (L, T,∩,∪,∼) is a De Morgan algebra of subsets of T .

By construction (L,∩,∪) is a distributive lattice of subsets of T and
by (v) L is closed under the operation ∼, so by (6.1.1), T ∈ L and since
St9) and St13) hold, (vii) follows.

(viii) ∇Cij ∈ L.

Since Cij =
4⋃
p=1

(εpj ∩G
p
i ), by St15) we have that

(18) ∇Cij =
4⋃
p=1

∇(εpj ∩G
p
i ).

By St1) and St14) εpj = ∇εpj so by St5) we have that:

(19) ∇(εpj ∩G
p
i ) = ∇εpj ∩∇G

p
i = εpj ∩∇G

p
i .

Then from (18) and (19) we have that:

∇Cij = (ε1j ∩∇G1
i ) ∪ (ε2j ∩∇G2

i ) ∪ (ε3j ∩∇G3
i ) ∪ (ε4j ∩∇G4

i )

and by (8) to (11) it follows that:

∇Cij = (ε1j ∩G2
i ) ∪ (ε2j ∩G2

i ) ∪ (ε3j ∩G3
i ) ∪ (ε4j ∩G4

i )
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this is

∇Cij = (∅ ∩G1
i ) ∪ ((ε1j ∪ ε2j) ∩G2

i ) ∪ (ε3j ∩G3
i ) ∪ (ε4j ∩G4

i )

and therefore ∇Cij ∈ L.
(ix) ∇(Gp

i ∩G
q
j) = ∇Gp

i ∩∇G
q
j , i, j ∈ I, 1 ≤ p, q ≤ 4.

If 2 ≤ q ≤ 4, then by (9) to (11) we have that∇Gq
i = Gq

i and therefore
using St5) we have

(20) ∇(Gp
i ∩G

q
j) = ∇(Gp

i ∩∇G
q
j) = ∇Gp

i ∩∇G
q
j , 2 ≤ p, q ≤ 4.

Interchanging Gp
i and Gq

j we have that (20) holds for all i, j ∈ I and
p, q not simultaneously equal to 1.

By St19) we know that:

∇(G1
i ∩G1

j) ⊆ ∇G1
i ∩∇G1

j .

On the other hand, using the hypothesis of the lemma

∇G1
i ∩∇G1

j = ∇(Gi∩ ∼ Gi) ∩∇(Gj∩ ∼ Gj) ⊆

∇(Gi∩ ∼ Gi ∩Gj∩ ∼ Gj) = ∇(G1
i∩ ∼ G1

j),

so (20) also holds for p = q = 1.
(x) ∇(Cij ∩ Ckl) = ∇Cij ∩∇Ckl.

Let Cij =
4⋃
p=1

(εpj ∩G
p
i ) and Ckl =

4⋃
q=1

(εql ∩G
q
k) then we have

Cij ∩ Ckl =
4⋃

p,q=1

(εpqjl ∩G
p
i ∩G

q
k),where εpqjl = εpj ∩ ε

q
l .

Since ∇εpqjl = εpqjl then using St5), St15) and (ix) we have

∇(Cij ∩ Ckl) =
4⋃

p,q=1

(εpqjl ∩∇(Gp
i ∩G

q
k)) =

4⋃
p,q=1

(εpqjl ∩∇G
p
i ∩∇G

q
k) =

4⋃
p=1

(εpj ∩∇G
p
i ) ∩

4⋃
q=1

(εql ∩∇G
q
k) = ∇Cij ∩∇Ckl.

(xi) If X ∈ L then ∇X ∈ L.
If X ∈ {∅, T} then by St1) and St14) we have that ∇X ∈ {∅, T}. If

X ∈ L \ {∅, T} then X =
m⋃
r=1

nr⋂
s=1

Ci(r,s)j(r,s) so by St15) and (x),

∇X =
m⋃
r=1

nr⋂
s=1

∇Ci(r,s)j(r,s)

then using (viii) we have ∇X ∈ L.
(xii) The system (L, T,∼,∇,∩,∪) is a  Lukasiewicz algebra.

By (vii) we have that the system (L, T,∼,∩,∪) is a De Morgan alge-
bra and by (xi) L is closed under the operation ∇. Axioms L6) and L7)
are a consequence of St5) and St16).



138 6. GEOMETRIC CONSTRUCTION OF FREE ALGEBRAS

To prove L8) we proceed as follows: if X, Y ∈ L, suppose first that
X ∈ {∅, T}. Then L8) follows immediately from St1) and St14).

If X, Y ∈ L \ {∅, T}, then we proceed as in the proof of part (xi),
using the identity we proved in part (x) for the sets Cij.

Items (ii) and (xii) prove the lemma. �

Remark 6.1.2. We shall prove that in the setting of the previous lemma, we
also have that L = LS(G).

If L′ is a  Lukasiewicz algebra of subsets of T determined by ϕ such that (1)
Gi ∈ L′ for all i ∈ I, then (2) L ⊆ L′. Indeed, by (1) it follows that Gp

i ∈ L′,
1 ≤ p ≤ 4 and therefore (3) Cij ∈ L′. Thus if X ∈ L and X ∈ {∅, T} then

X ∈ L′. If X ∈ L \ {∅, T}, we have that (4) X =
m⋃
r=1

nr⋂
s=1

Ci(r,s)j(r,s). From (3)

and (4) it follows that X ∈ L′, which proves (2). So L is the least subalgebra
containing G = {Gi}i∈I and therefore L = LS(G).

6.2. Geometric construction of the free  Lukasiewicz algebras

Given the poset D = {0, 1}, where 0 < 1, let B = {0, 1} × {0, 1}, [10], so the
poset B has the following diagram:

e
e e

e

�
��

�
��

@
@@

@
@@

p0 = (0, 0)

p2 = (1, 0) p1 = (0, 1)

p3 = (1, 1) Let ψ : B → B be defined by the fol-
lowing table:

x p0 p1 p2 p3
ψ(x) p3 p1 p2 p0

Observe that if b = (x, y) ∈ B then ψ(b) = ψ((x, y)) = (1− y, 1− x).
Let I be a set of cardinality c (c 6= 0) and consider the set E =

∏
i∈I
Bi, where

Bi = B for all i ∈ I.
Let E ′ be the set of all the elements (xi)i∈I ∈ E that do not have simultane-

ously coordinates with the values p0 and p3.
If (xi)i∈I ∈ E ′ we define a function ϕ : E ′ → E ′ as follows:

ϕ(x) = (ψ(xi))i∈I ,

where ψ is the involution on B indicated before. Clearly ϕ(x) ∈ E ′ and ϕ is an
involution on E ′. Then by the previous section, the formulas (6.1.1) and (6.1.2)
let us define the operations ∼ X and ∇X for every subset X of E ′.

For each i ∈ I, let

(6.2.1) Gi = {x = (xj)j∈I ∈ E ′ : xi ∈ {p2, p3}},

and G = {Gi}i∈I .
Consider the following element of E ′: e = (ei)i∈I where ei = p3 for all i ∈ I, so

e ∈ Gi for all i ∈ I, and therefore all the sets Gi are non-empty. Analogously, the
element f = (fi)i∈I where fi = p2 for all i ∈ I, of E ′ belongs to every Gi, i ∈ I.
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Let x(j) = (x
(j)
i )i∈I be such that x

(j)
j = p1 and x

(j)
i = p3 for all i 6= j, so

x(j) /∈ Gj and therefore x(j) ∈ Gi for all i 6= j. This proves that G and I have the
same cardinality.

Remark 6.2.1. From the definition of ϕ we have that x ∈ Gi, this is xi ∈
{p2, p3} if and only if ψ(xi) ∈ {ψ(p2), ψ(p3)} = {p2, p0}, so:

ϕ(Gi) = {x ∈ E ′ : xi ∈ {p2, p0}} and ∼ Gi = {ϕ(Gi) = {x ∈ E ′ : xi ∈
{p1, p3}}.

We define, as in Lemma 6.1.1, G2
i = ∇(Gi∩ ∼ Gi). We also saw in that

lemma that (1) G2
i = (Gi ∩ {ϕ(Gi)) ∪ (ϕ(Gi) ∩ {Gi). Let x ∈ X = ∇(Gi∩ ∼

Gi) ∩∇(Gj∩ ∼ Gj) = G2
i ∩G2

j so by (1) we have that:

(2) x ∈ (Gi∩ ∼ Gi) ∪ (ϕ(Gi) ∩ {Gi) and (3) x ∈ (Gj∩ ∼ Gj) ∪ (ϕ(Gj) ∩ {Gj).
From (2) it follows that (4) x ∈ Gi∩ ∼ Gi or (5) x ∈ ϕ(Gi) ∩ {Gi.
From (4) it follows that xi ∈ {p2, p3} and by Remark 6.2.1 xi ∈ {p1, p3}, so

xi = p3.
From (5) it follows by Remark 6.2.1 that xi ∈ {p2, p0} and since x ∈ {Gi we

have that xi ∈ {p0, p1}, so xi = p0.
Analogously from (3) it follows that xj = p3 or xj = p0.
Therefore if x ∈ X we have that (6) xi = p3 or (7) xi = p0 and (8) xj = p3 or

(9) xj = p0. Since x ∈ E ′, (6) and (9) cannot hold simultaneously, and the same
is true for (7) and (8).

Then if x ∈ X and (6) and (8) hold, then xi = xj = p3, and if (7) and (9)
hold, then xi = xj = p0.

Therefore if x ∈ X we have that xi = xj = p0 or xi = xj = p3.
Now let

Y = ∇(Gi∩ ∼ Gi ∩Gj∩ ∼ Gj) =

= (Gi∩ ∼ Gi ∩Gj∩ ∼ Gj) ∪ (ϕ(Gi) ∩ {Gi ∩ ϕ(Gj) ∩ {Gj)

then y ∈ Y is equivalent to

y ∈ Gi∩ ∼ Gi ∩Gj∩ ∼ Gj or y ∈ ϕ(Gi) ∩ {Gi ∩ ϕ(Gj) ∩ {Gj

and by Remark 6.2.1, this is equivalent to:

yi ∈ {p2, p3} ∩ {p1, p3} and yj ∈ {p2, p3} ∩ {p1, p3}

or

yi ∈ {p2, p0} ∩ {p0, p3} and yj ∈ {p2, p0} ∩ {p0, p3}
this is yi = yj = p3 or yi = yj = p0, so

∇(Gi∩ ∼ Gi) ∩∇(Gj∩ ∼ Gj) ⊆ ∇(Gi∩ ∼ Gi ∩Gj∩ ∼ Gj).

Then, by Lemma 6.1.1, there exists a  Lukasiewicz algebra L of subsets of E ′,
determined by ϕ, which contains all the sets Gi, i ∈ I.

By Remark 6.1.2, L = LS(G), where G = {Gi}i∈I .

Theorem 6.2.2. L is a  Lukasiewicz algebra with a set of free generators of
cardinality c.
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Proof. We need to prove that given an arbitrary  Lukasiewicz algebra A and
a function f : G → A, f can be extended to a homomorphism h : L → A.

If A has a single element, A = {0}, then f(Gi) = 0 for all i ∈ I and therefore
the function h(X) = 0 for all X ∈ L is a homomorphism extending f .

If A has more than one element, we know (see sections 5.6 and 5.9) that A
is isomorphic to a  Lukasiewicz algebra A, which is a subalgebra of subsets of a
certain set T , determined by an involution α on T , where ≈ X = {Tα(X) and
∇∇X = X ∪ α(X), for all X ⊆ T .

Let f : G → A. Then for each i ∈ I we write f(Gi) = Hi, where Hi ∈ A this
is Hi ⊆ T .

Given X ⊆ T , let KX : T → D = {0, 1} be the function defined by:

KX(t) =


1, if t ∈ X

0, if t /∈ X.
Notice that (1) K{TX(t) = 1−KX(t).
Consider now the function Ki : T → B defined by:

Ki(t) = (KHi
(t), K≈Hi

(t)),

so by the definition of ≈ and (1) we have that

(2) Ki(t) = (KHi
(t), K{Tα(Hi)(t)) = (KHi

(t), 1−Kα(Hi)(t)).

Let us prove that (3) KHi
(α(t)) = Kα(Hi)(t).

Indeed, KHi
(α(t)) = 1 ⇐⇒ α(t) ∈ Hi ⇐⇒ t = α(α(t)) ∈ α(Hi) ⇐⇒

Kα(Hi)(t) = 1.
From (3) it follows that replacing t by α(t) we get: (4) KHi

(t) = Kα(Hi)(α(t)).

As in [10] let us define K : T → E ′ by:

K(t) = (Ki(t))i∈I .

Notice that:

(Ki(t))i∈I = K(t) ∈ Gi ⇐⇒ Ki(t) ∈ {(1, 0), (1, 1)} ⇐⇒
(KHi

(t), 1−Kα(Hi)(t)) = (1, 0) or (KHi
(t), 1−Kα(Hi)(t)) = (1, 1).

Then:
KHi

(t) = 1 and 1−Kα(Hi)(t) = 0

or
KHi

(t) = 1 and 1−Kα(Hi)(t) = 1

and therefore
(5) K(t) ∈ Gi ⇐⇒ KHi

(t) = 1.

It is clear that K is a function from T to E. To prove that K is a function
from T to E ′ we need to prove that for each t ∈ T , the element K(t) = (Ki(t))i∈I
does not have coordinates with values p0 and p3 simultaneously. Assume that
there exists t ∈ T and two elements i, j ∈ T such that Ki(t) = p0 and Kj(t) = p3,
then by the definition of the functions Ki we have that:

(6) t /∈ Hi and t /∈ α(Hi)
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(7) t ∈ Hj and t /∈ α(Hj).

But the conditions (6) and (7) are contradictory. Indeed, from (7) it follows
that t ∈ Hj and t ∈≈ Hj, so t ∈ Hj∩ ≈ Hj and since every  Lukasiewicz algebra is a
Kleene algebra, we have that Hj∩ ≈ Hj ⊆ Hi∪ ≈ Hi and therefore t ∈ Hi∪ ≈ Hi,
which contradicts (6).

Since K is a function from T to E ′, if we define h : 2E
′ → 2T by h(X) =

K−1(X) for all X ⊆ E ′, then for all X, Y ⊆ E ′ the following hold:

(8) h(X ∩ Y ) = h(X) ∩ h(Y ),

(9) h(X ∪ Y ) = h(X) ∪ h(Y ),

(10) h(E ′) = T,

(11) h({E′X) = K−1({E′X) = {TK
−1(X) = {Th(X).

Thus h is a De Morgan homomorphism from 2E
′

to 2T if and only if

h(∼ X) =≈ h(X), for every X ⊆ E ′.

This is, if and only if, for every X ⊆ E ′,

h({E′ϕ(X)) = K−1({E′ϕ(X)) = {Tα(K−1(X)) = {Tα(h(X)),

so by (11) this is equivalent to prove that

{TK
−1(ϕ(X)) = {Tα(K−1(X)), for every X ⊆ E ′

this is
(12) K−1(ϕ(X)) = α(K−1(X)), for every X ⊆ E ′.

Let us prove now that (12) holds. Indeed t ∈ K−1(ϕ(X)) ⇐⇒ K(t) ∈
ϕ(X) ⇐⇒ (13) ϕ(K(t)) ∈ ϕ(ϕ(X)) = X. But since ϕ(K(t)) = ϕ((Ki(t))i∈I) =
(ψ(Ki(t)))i∈I then (13) is equivalent to (14) (ψ(Ki(t)))i∈I ∈ X.

As by (2) Ki(t) = (KHi
(t), 1−Kα(Hi)(t)), then

ψ(Ki(t)) = (1− (1−Kα(Hi)(t)), 1−KHi
(t)) = (Kα(Hi)(t), 1−KHi

(t))

and therefore using (3), (4) and (2) we have that

ψ(Ki(t)) = (KHi
(α(t)), 1−Kα(Hi)(α(t))) = Ki(α(t)).

So (14) is equivalent to K(α(t)) = (Ki(α(t)))i∈I ∈ X which in turn is equiva-
lent to α(t) ∈ K−1(X) this is t ∈ α(K−1(X)).

We have proved (12), which gives us

(15) h(ϕ(X)) = α(h(X)), for every X ⊆ E ′.

From (11) and (15) we deduce

(16) h(∼ X) = h({E′ϕ(X)) = {Th(ϕ(X)) = {Tα(h(X)) =≈ h(X).

Thus we have proved that (i) h is a De Morgan homomorphism from 2E
′

to 2T .
Furthermore, from the definition of ∇, (9), (15) and the definition of ∇∇ we

have that:

(17) h(∇X) = h(X ∪ϕ(X)) = h(X)∪ h(ϕ(X)) = h(X)∪ α(h(X)) = ∇∇h(X).

From (8), (9), (10), (16) and (17) it follows that:
(ii) h is a homomorphism from L to A.
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Let us prove now that (iii) h extends f , this is, that

K−1(Gi) = h(Gi) = f(Gi) = Hi, for every Gi ∈ G.
Indeed t ∈ Hi ⇐⇒ KHi

= 1 so by (5) this is equivalent to K(t) ∈ Gi, which
is equivalent to t ∈ K−1(Gi) = h(Gi).

Finally, let us prove that (iv) h(L) ⊆ A. By (ii), h(L) is a subalgebra of the
algebra 2T and since LS(G) = L, then h(G) generates h(L), this is LS(h(G)) =
h(L). Since h(Gi) = f(Gi) = Hi ∈ A, for all i ∈ I then h(G) ⊆ A so h(L) =
LS(G) ⊆ A, which concludes the proof. �
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pages 181–190. Instituto de Matemática de Bah́ıa Blanca, Universidad Nacional del Sur-
CONICET, 1993.

[6] Andrzej Bia lynicki-Birula. Remarks on quasi-Boolean algebras. Bull. Acad. Polon. Sci. Cl.
III., 5:615–619, LII–LIII, 1957.

[7] Andrzej Bialynicki-Birula and Helena Rasiowa. On the representation of quasi-Boolean
algebras. Bull. Acad. Polon. Sci. Cl. III, 5:259–261, XXII, 1957.

[8] Garrett Birkhoff. Lattice theory, volume 25 of American Mathematical Society Colloquium
Publications. American Mathematical Society, Providence, R.I., third edition, 1979.

[9] V. Boicescu, A. Filipoiu, G. Georgescu, and S. Rudeanu.  Lukasiewicz-Moisil algebras, vol-
ume 49 of Annals of Discrete Mathematics. North-Holland Publishing Co., Amsterdam,
1991.

[10] Osvaldo Chateaubriand and António A. Monteiro. Les algèbres de De Morgan libres, vol-
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[23] Luisa Iturrioz. Algèbres de Heyting trivalentes involutives, volume 31 of Notas de Lógica
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[36] António A. Monteiro. Álgebras de  Lukasiewicz trivalentes. Instituto de Matemática de Bah́ıa
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[64] Luiz Monteiro. Algèbres de Boole monadiques libres. Algebra Universalis, 8(3):374–380,
1978.



146 BIBLIOGRAPHY

[65] Luiz Monteiro. Sur la construction L des algèbres de  Lukasiewicz trivalentes. Rev. Roumaine
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